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```maple
restart;
with(Statistics):
X := RandomVariable(Uniform(0, 1));
X := RandomVariable(Normal(0, 1));
Mean(X);
Sample(X, 2);
Sample(X, 1);

k := 100;
x := 0;
for i from 1 to k do m := Sample(X, 1);
x := x + m[1];
do:
x/k;
```
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Try the Maple program below using various values of \( n \) for the Uniform distribution and the Normal distribution.

```maple
restart;
with(Statistics):
#X := RandomVariable(Uniform(0, 1));
X := RandomVariable(Normal(0, 1));
Mean(X);
Sample(X, 2);
Sample(X, 1);

k:=100;
x:=0;
for i from 1 to k do
  m:=Sample(X, 1);
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end:
x/k;

End
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