Escaping the Bonferroni iron claw in ecological studies
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I analyze some criticisms made about the application of alpha-inflation correction procedures to repeated-test tables in ecological studies. Common pitfalls during application, the statistical properties of many ecological datasets, and the strong control of the tablewise error rate made by the widely used sequential Bonferroni procedures, seem to be responsible for some ‘illogical’ results when such corrections are applied. Sharpened Bonferroni-type procedures may alleviate the decrease in power associated to standard methods as the number of tests increases.

More powerful methods, based on controlling the false discovery rate (FDR), deserve a more frequent use in ecological studies, especially in those involving large repeated-test tables in which several or many individual null hypotheses have been rejected, and the most significant p-value is relatively large.

I conclude that some reasonable control of alpha inflation is required of authors as a safeguard against striking, but spurious findings, which may strongly affect the credibility of ecological research.

Moran (2003) recently suggested rejecting the application of the sequential Bonferroni rule in ecological studies. He based his proposal on certain mathematical, logical, and practical objections which led him to conclude that it would be better for ecological research to abandon the awkward constraints derived from the sequential Bonferroni rule, allowing the researcher to interpret more freely the multiple test outcomes without testing for alpha inflation. Thereby, detailed ecological research would be stimulated, while avoiding the loss of potentially relevant results, which are at risk of remaining unknown when authors are required to adhere strictly to the sequential Bonferroni rule. The likely increase in the frequency of ‘false positives’ in the ecological literature would be of minor importance, since these spurious results will not be confirmed by subsequent experiments.

In other contexts, even stronger claims against alpha corrections have recently been the subject of controversy (Perneger 1998, 1999, Feise 2002). Surprisingly few people have questioned the same corrections which are implicit in the standard post hoc methods routinely applied to perform multiple comparisons between treatments for a single dependent variable. Accepting Moran’s arguments, it could be argued that relevant research results are perhaps not being published because people use these alpha-corrected methods instead of looking directly at the individual pairwise-test p-values.

There is an apparent inconsistency between the unquestioned acceptance of the “alpha inflation under repeated test” principle in the univariate case, and the controversy about the convenience or not of applying the same statistical principle in the multivariate case. Arbitrary rejection of the application of a well-founded statistical principle does not seem an acceptable scientific solution for a problem. If the way in which alpha-inflation corrections are routinely applied in multivariate ecological studies does not work, it seems more reasonable to analyze and improve the procedures rather than simply ‘kill the principle’.

The frustrating repeated p < 0.045

The above-cited paper of Moran specifically addresses the certainly frustrating situation of having several ‘relatively large’ p-values in a table, all of which have a clear logical link (as in Moran’s Table 1, the “grazed forbs and grasses” example), but – after applying the sequential Bonferroni rule — you get nothing. In such cases, the proposal was made to ‘follow your own logic and abandon the illogical sequential’.

Caution is needed when those ‘relatively large’ p-values are found. Time and routine have apparently diluted the origin of the ‘universal’ p < 0.05 criterion, proposed by R.A. Fisher more than 60 years ago, as the limit around which it is difficult to conclude something against or in favour of the null hypotheses. For some of these ‘relatively large’ p-values, the correct conclusion would be to repeat the experiment, whether you are performing repeated tests or only one (Sterne and Smith 2001). According to Fisher’s criterion, a p < 1/50 would
be required to conclude consistent evidence against the null hypotheses, and, for publication, even a $p < 1/100$ was recommended (Ibbetson 2001, Sterne and Smith 2001).

Therefore, I conclude that Moran’s grass-forb example is not appropriate to express the well-founded concern arising when you get several clearly significant individual results (say $p = < 0.02$, Table 3) in a battery of many (say ten) simultaneous tests (having a first sequential Bonferroni threshold of 0.005).

Some remarks on alpha-inflation control in multivariate ecological studies

In my opinion, to achieve a reasonable solution for the multiplicity problem in multivariate ecological studies – which, in Moran’s words, ‘will affect ecological research indefinitely’ – several aspects warrant comment:

(1) Omnibus tests

Unlike the univariate multiple testing situations (such as those in which ANOVA is usually applied), omnibus multivariate tests are seldom applied in the multivariate case. Although these omnibus multivariate tests are available to most ecologists, few people use them (Espinar et al. 2002 for an exception). A multivariate ANOVA table may be first analyzed using an omnibus MANOVA, or by alternative non-parametric permutation tests (Anderson 2001). A correlation matrix may be first tested against the identity matrix by the omnibus Bartlett sphericity test (Bartlett 1954), and so on.

In general, omnibus multivariate tests allow 1) a control of the overall, experiment-wide error rate, and 2) the finding of differences between treatments based on combinations of variables (which may remain undetected when dependent variables are examined separately), making them suitable for testing whether any significant effect should be expected in the data, provided that the sample size is greater than the number of dependent variables being analyzed (Huberty and Morris 1989, Hair et al. 1995).

If, after performing an omnibus test on meaningful variables, you get a significant result, the problem newly arises of how to reach a satisfactory conclusion about the individual univariate tests (the unsolvable sequential Bonferroni ‘dilemma’). However, after a significant result has been obtained in the omnibus test, the question is not whether some significant difference exists in the table, but whether you have enough power and ability to select the appropriate statistical procedure to specify where the differences are.

(2) Power of individual tests

According to Moran (2003), ecological studies often have a ‘small number of replicates, high variability, and (subsequently) low statistical power’. In such circumstance it is difficult to get any relatively small individual $p$-value. In fact, this problem is different from applying (or not) some alpha-inflation correction, since the fact here may be that power is insufficient even for consistently rejecting the hypotheses in any of the individual tests performed, according to the above-cited criterion of Fisher. In such cases, either a more powerful individual test and/or a higher sample size should be used. As Sterne and Smith (2001) have recently pointed out, the maximum increase in size required for a move from $p < 0.05$ to the more conclusive $p < 0.01$ is by a factor of only 1.75.

(3) Sharpened Bonferroni methods

The standard Bonferroni-type procedures (described in points 1 and 2 of Table 1) are designed to control the type I error by assuming that all the tested null hypotheses are true, which in many cases may be quite unrealistic and make them too conservative. A strategy to increase power – in both the single-step and the sequential Bonferroni methods – is to estimate the number of true null hypotheses ($n_0$) and use it to sharpen the standard methods. Table 1 (point 3) summarizes the sharpened Bonferroni-type corrections are shown in Table 3.

(4) Dependence

A prime argument against applying alpha-inflation corrections in multivariate ecological studies is that several relatively high $p$-values (of say 0.02) is stronger evidence against the null hypothesis than one moderately low value, since the probability of finding several simultaneous significant tests only by chance is very low. A problem with this reasoning is that it implicitly assumes that variables being tested are independent, which is probably not true in many multivariate ecological studies.

When repeated tests are performed on redundant variables, you are, to some extent, repeating the same test several (or many) times. One reason why you may have several ‘logically linked’ significant $p$-values, but not a significant result after correcting for alpha inflation, is that you are performing the test on highly
3. Increasing power of the Bonferroni-type procedures.

A. Step-down sequential (Holm 1979).

B. Step-up sequential (Hochberg 1988).

C. Empirical corrections for dependence.

B. Step-down sequential (Holm 1979).

The number of 'true' null hypotheses (n₀) is estimated by plotting the 1-p values versus their ranks. The estimated slope of the line fitted to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.

Another possible approach to cope with variable redundancy is estimating the number of significant eigenvalues which may be extracted from the dependent structure in the data, the significance threshold may then be set to the linear portion of the curve was used to estimate the number of significant variables. A new adjusted critical level (\( \alpha' \)) is calculated for the i-th hypothesis (large p-values) according to the formula:

\[
\alpha' = \frac{\alpha}{n_i},
\]

where \( n_i \) is the number of remaining hypotheses.
An alternative formulation of the multiple testing problem: the false discovery rate (FDR)

Traditionally, procedures for controlling alpha inflation have been focused on controlling the familywise error rate (FWER), that is, the probability of wrongly rejecting one or more null hypotheses. This is in fact suitable when the prime interest of the researcher is to avoid any wrong rejections. However, in many cases the researcher is more interested in controlling the fraction of wrong rejections among the rejected hypotheses, rather than the occurrence of one or more of them. This led Benjamini and Hochberg (1995) to define the false discovery rate (FDR) as the expected proportion of true null hypotheses that are erroneously rejected, out of the total number of hypotheses rejected (i.e. the proportion of false positives among all significant hypotheses). In fact, the FDR idea seems to be an elaboration of an older proposal of Eklund (1961–1963) which was first published by Seeger (1968).

The FDR criterion has the advantage of being less restrictive (and more powerful) than the FWER one, and is of particular interest when analyzing large multiple-test tables in which several or many null hypotheses have been rejected. In fact, it seems to be the most satisfactory approach for coping with multiplicity when hundreds or thousands of simultaneous tests are performed, as occurs in genetic microarray experiments (Reiner et al. 2003), in neuroimaging analysis (Genovese et al. 2002), in astrophysics (Miller et al. 2001) or in the so-called ‘exploratory’ or ‘data mining’ procedures.

Many observational or experimental field ecological studies in which a large number of dependent variables are measured have some degree of ‘screening’, since it may be virtually impossible ‘a priori’ to predict exactly the final number of variables that will have to be analyzed. Here, the goal is primarily detecting which, among all ‘positive findings’, may be considered ‘false positives’, rather than control of any wrong rejection (García 2003).

In these cases, the FDR approach has several advantages over the classical FWER approaches: (1) it enables controlling the proportion of false positives among the rejected null hypotheses; (2) it avoids performing individual tests at very low p-levels in large problems; (3) it is more powerful than the sequential Bonferroni procedures (such as those proposed by Holm 1979, Hochberg 1988 and Hommel 1988) used up to now for a so-called ‘strong control’ of familywise error rates; (4) when no actual true positive findings exist (i.e. all the null hypotheses are true), the FDR method has the same control as the previous methods; that is, FDR methods have a so-called ‘weak control’ of familywise type I error; (5) the FDR threshold may be determined from the observed p-value distribution, and hence is adaptive to the ‘amount of signal’ in the data (Genovese et al. 2002); and (6) FDR is familywise robust (i.e. tends to be far more consistent than procedures controlling FWE in terms of whether a particular hypothesis is rejected, as the family in which this hypothesis is located changes in size, Holland and Cheung 2002). Additionally, FDR may account for the exact dependence structure of the data, via resampling-based procedures (Yekutieli and Benjamini 1999) or under the normal assumption (Troendle 2000).

Table 1 shows several widely used algorithms for controlling FWER and the one proposed by Benjamini and Hochberg (1995) for controlling FDR. In Table 3, the outcomes of all these procedures are compared, using two p-vectors resulting from two hypothetical ecological experiments. The first has five clearly significant and five clearly non-significant univariate p-values, on an individual basis. Unlike the one-step Bonferroni and the sequential Bonferroni methods of strong FWER control, the FDR-calculated minimum p-value for rejection (0.02) enables declaring as significant the five rejected null hypotheses, while controlling both the proportion of false positives at the 0.05 level and the overall probability of confusing a random finding with a meaningful one when the null hypotheses are all true. The second p-vector (Exp. 2) illustrates well the differences between the three FWER-controlling procedures (that of Hochberg is the most powerful), and the fact that the increased power under the FDR approach is more apparent when the number of tests is large.

Several improvements of the original FDR methodology of Benjamini and Hochberg (1995), which have extended its applicability to dependency situations (Benjamini and Yekutieli 2001), together with the implementation by the authors of several stepwise algorithms for controlling FDR in an easy-to-use standalone program (available free at http://www.math.
Table 3. Result of applying different procedures for controlling alpha inflation described in Table 1 to outcomes of two hypothetical ecological experiment involving 10 (Exp. 1) and four (Exp. 2) repeated tests. Methods 1, 2A, and 2B, which strongly control the FWER (at the 0.05 level), lead to an overall acceptance of all null hypotheses in Exp. 1, but differences exist in Exp. 2. Sharpened one-step (3A1) and sequential (3A2: Holm’s, 3A3: Hochberg’s) Bonferroni methods appreciably increase the power with respect to the corresponding standard methods, detecting three significant effects in Exp. 1. Method 4, which controls the FDR rate at the 0.05 level, while maintaining a weak control (when all null hypotheses are true) on the overall FWER error rate at the same level, leads to a rejection of the first five null hypotheses in Exp. 1. (ns = non-significant result, s = significant result).

<table>
<thead>
<tr>
<th>FWER</th>
<th>FDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1</td>
<td>(1)</td>
</tr>
<tr>
<td>0.01</td>
<td>ns</td>
</tr>
<tr>
<td>0.01</td>
<td>ns</td>
</tr>
<tr>
<td>0.02</td>
<td>ns</td>
</tr>
<tr>
<td>0.25</td>
<td>ns</td>
</tr>
<tr>
<td>0.40</td>
<td>ns</td>
</tr>
<tr>
<td>0.55</td>
<td>ns</td>
</tr>
<tr>
<td>0.70</td>
<td>ns</td>
</tr>
<tr>
<td>0.95</td>
<td>ns</td>
</tr>
<tr>
<td>Exp. 2</td>
<td></td>
</tr>
<tr>
<td>0.009</td>
<td>s</td>
</tr>
<tr>
<td>0.020</td>
<td>ns</td>
</tr>
<tr>
<td>0.024</td>
<td>ns</td>
</tr>
<tr>
<td>0.650</td>
<td>ns</td>
</tr>
</tbody>
</table>

Is your whole scientific career a single experiment?

One of the challenges for the multiple-testing alpha-inflation procedures is to define what is a “family” of tests, or what are the exact limits of an “experiment”. Certainly, there is no statistical theory giving a definitive answer for this question, and, in fact, “increases in the scale of Bonferroni corrections can quickly degenerate into the absurd” (Cabin and Mitchell 2000).

Significantly, advocates of exclusively applying “common sense” when interpreting multiple-test outcomes (on an individual p basis) do not seem to follow the same rule in determining when it may be “meaningful to take into account some combined measure of errors” (Hochberg and Tamhane 1987).

For testing the relationship between some (more or less) controlled factors and some measured response variables using samples extracted from a population, most authors would agree that some kind of correction for alpha inflation should be done if (1) you continue investigating the relationships between other factors and response variables in the same samples, or (2) you repeat the same tests in different subsamples, or (3) you make sequential tests on the same set of subjects. However, if you plan a new study and gather new datasets on different subjects for data analysis, most people would think that you are performing different “experiments”. and, consequently, independent corrections should be performed on each to prevent alpha inflation.

As Proscham et al. (2000) have recently suggested, a consensus could be reached to correct for multiplicity when the repeated tests are performed on the same units of analysis, considering sequential (monitoring) and subsample tests as a part of the same overall experiment.

It is possible that somebody has spent their whole scientific career continuously testing the same individuals or plots. In such case, an overall “careerwise” correction for alpha inflation should probably be performed.

However, many researchers might be interested in estimating how many false discoveries (above the 5% level reference) they may have made during their whole scientific career. It will depend on the number, dependence structure, and power of the individual tests made, which in turn are related with the sample sizes and number of variables tested in the various experiments performed, and with the frequency of “fishing expeditions”. Undoubtedly, the more hypotheses you have tested in your career, the more ‘false positives’ you may have obtained, but also the more true interesting findings you may have reported. The key point is whether you have or do not have an unacceptable proportion of false discoveries among your reported findings, which largely depends on the quality and rigour, rather than on the amount or detail, of your research.
The benefits of preserving rigour in ecological research

Lottery tickets should not be free

In such purely random and independent events as the lottery, the probability of having a winning number depends directly on the number of tickets you have purchased. When one evaluates the outcome of a scientific work, attention must be given not only to the potential interest of the ‘significant’ outcomes but also to the number of ‘lottery tickets’ the authors have ‘bought’. Those having many have a much higher chance of ‘winning a lottery prize’ than of getting a meaningful scientific result. It would be unfair not to distinguish between significant results of well-planned, powerful, sharply focused studies, and those from ‘fishing expeditions’ (Cormier and Pagano 1999), with a much higher probability of catching an old truck tyre than of a really big fish.

Are ‘false positives’ equivalent to ‘false negatives’?

A repeatedly used argument in favour of abandoning the alpha-inflation corrections when multiple testing is performed is more or less the following: (1) let authors freely interpret their results on an individual test basis, thereby giving the chance of possibly relevant achievements – derived from complex and detailed multivariate investigations – that will become known to the scientific community; (2) if these ‘significant results’ were, in fact, spurious, there is no reason to worry: somebody will carry out some similar experiments elsewhere, and will demonstrate the original author’s error.

The trade-offs are, in essence, (1) to use some of the available alpha-inflation correction procedures, thus protecting the whole scientific community against an excessive proportion of ‘false positives’, while penalizing some possibly interesting results; or (2) to stimulate author creativity – but also the most-profitable ‘fishing expeditions’ – at the price of increasing the false discovery rate.

In my opinion, in accord with Arndt and Bartko (2003), it is the responsibility of the researcher to provide an estimate of the likelihood that results are chance findings. Since an underestimation of type I error rates can lead to false impression, this issue is of serious concern. While it may be comforting to speculate that follow-up studies will fail to replicate the spurious finding – and hence eventually set the record straight – this attitude is becoming an increasingly shallow reassurance. In fact, once some relevant results have been published, the public’s knowledge about them is seldom corrected, since follow-up negative studies are not deemed newsworthy. This is not only misleading, it also unfavourably affects scientific credibility.
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