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Abstract

Earthquake clustering properties are investigated in relation to fluid balance \( H(t) \) (the difference of fluid injection and production rates) using about nine years of data from The Geysers (both the entire field and a local subset), Coso, and Salton Sea geothermal fields in California. Individual earthquake clusters are identified and classified using the nearest-neighbor approach of Zaliapin and Ben-Zion (2013a, https://doi.org/10.1785/0120150211, 2013b, https://doi.org/10.1093/gji/ggw300). These are used to calculate nine complementary cluster statistics as time series with a step of about one month. Three alternative techniques (moving window correlation, analysis of variance, and regression) are employed to assess the relations between (possibly nonstationary) time series of cluster statistics and \( H(t) \). A total of 108 pairwise relations between cluster statistics and \( H(t) \) are analyzed to clarify effects of fluid activities on seismicity in different places. The seismic clustering response to the fluid balance differs among the examined fields. The Geysers and Salton Sea areas display the highest and lowest clustering responses, respectively. The proportion of clusters consisting of a single event without offspring (singles) is correlated significantly with \( H(t) \) at all examined data sets, with a lower proportion of singles during periods of high fluid balance. This may reflect increased susceptibility to earthquake triggering in time intervals with high injection rates. The background seismicity rates significantly increase with \( H(t) \) at the Geysers and Coso, while an opposite relation holds at the Salton Sea. This could be related to the high structural and tectonic complexity at the Salton Sea compared to the other two geothermal fields.

1. Introduction

Spatio-temporal clustering of seismicity is a key feature of earthquake phenomenology, although the relative abundance and internal properties of earthquake clusters vary in space and time (e.g., Ben-Zion, 2008; Utsu, 2002; Zaliapin & Ben-Zion, 2016a). Analytical and simulation results in a viscoelastic damage rheology framework suggest that earthquake sequences are controlled by the effective viscosity of a deforming medium and hence should be affected by heat flow, fluid content, and other relevant conditions (Ben-Zion & Lyakhovsky, 2006). Brittle regions with high viscosity (associated with low heat flow and fluid content) are expected to have generally classical (burst-like) aftershock sequences, while partially ductile regions with relatively low viscosity (high heat flow and/or fluid content) are expected to have swarm-like sequences (Zaliapin & Ben-Zion, 2013a). Classification of and discrimination between different earthquake sequences in real data only holds in a statistical sense, due to structural, rheological, and stress heterogeneities along with an interplay of multiple competing mechanisms that drive seismicity. Moreover, a proper statistical analysis should be robust to high variability of space-time earthquake intensities (e.g., nonhomogeneous processes due to transient loadings and induced seismicity) and various errors of earthquake catalogs. The combination of these problems has slowed the development of tools for space-varying characterization of earthquake clusters in relation to local properties of the lithosphere.

Motivated by these challenges, Zaliapin and Ben-Zion (2013a, 2013b) systematically examined properties of earthquake clusters in Southern California with a novel nearest-neighbor approach (see section 3.1). This method allows to robustly identify and analyze seismicity clusters covering a broad range of sizes, energies, and spatio-temporal extents in the presence of varying levels of completeness and uncertainties. Their results highlight the existence of three different basic types of clusters: burst-like clusters (reminiscent of classical...
The results and their implications are presented and discussed in sections 4 and 5. The sets with the cluster detection and classification techniques of Zaliapin and Ben-Zion (2013a, 2013b), and additional research is needed to decipher the existence of the three dominant cluster types and their relation to the heat flow (the principal parameter responsible for effective viscosity) on a global scale, in a catalog with higher minimal magnitude and lower location quality than those used in Southern California. These results are consistent with findings of other studies in various regions using alternative techniques (e.g., Enescu et al., 2009; McGuire et al., 2005; Utsu et al., 1995; Vidale et al., 2006; Yang & Ben-Zion, 2009).

The recent boom in shale-gas production and related reservoir activities such as waste-water disposal and geothermal energy production has substantially raised the anthropogenic seismic hazard in the central and eastern United States (e.g., Petersen et al., 2016). Several studies detected differences between properties of seismicity in regular tectonic regions and areas with oil/gas/geothermal explorations. Llenos and Michael (2013) analyzed temporal changes in earthquake rates in Oklahoma and central Arkansas with Epidemic Type Aftershock Sequence (ETAS) modeling (Ogata, 1988). They found that changes in both background seismicity and aftershock productivity are needed to explain the seismicity increase after beginning of fluid injection. They also suggested that regions experiencing significant pore pressure increase should have higher aftershock productivity. Similar results were obtained for the Salton Sea and Brawley geothermal fields (Llenos & Michael, 2016). Comparing the nearest-neighbor interevent times and distances between seismicity in the Coso geothermal field and the surrounding tectonic region, Schoenball et al. (2015) found that the Coso geothermal seismicity display higher background rates and higher rate of earthquake pairs (earthquakes that occur at large times and short distances from their nearest neighbors). Zaliapin and Ben-Zion (2016b) performed a comparative nearest-neighbor analysis of clustering in five regions dominated by tectonic or human-induced earthquakes. They showed that induced seismicity is characterized by (1) higher rate of background events (both absolute and relative to the total rate), (2) faster temporal offspring decay, (3) higher rate of repeaters, (4) larger proportion of small clusters, and (5) larger spatial separation between parent and offspring, compared to regular tectonic activity. These differences have been shown also to discriminate seismicity within the Coso and Salton Sea geothermal fields in California before and after the expansion of geothermal production during the 1980s.

Clarifying further properties of induced seismicity in geothermal environments can contribute to a deeper understanding of seismicity in regions with high fluid content. Geothermal regions tend to be densely monitored with local semipermanent seismic networks, and the corresponding seismicity catalogs tend to cover longer time periods. Long-term changes in background seismicity rates at the three largest geothermal fields in California—The Geysers, Salton Sea, and Coso—have been analyzed with various techniques. Higher background rates were found at The Geysers during time periods of large fluid injection (Johnson et al., 2016; Trugman et al., 2016), while no significant changes in background rate have been reported at Coso (Trugman et al., 2016). At Salton Sea, findings from different studies are not fully consistent (Brodsky & Lajoie, 2013; Llenos & Michael, 2016; Trugman et al., 2016), and additional research is needed to decipher the dynamics of seismicity. In the present study we attempt to clarify how and to what extent earthquake clustering is affected by fluid injection and production. This is addressed by examining consistently four data sets with the cluster detection and classification techniques of Zaliapin and Ben-Zion (2013a, 2013b), and comparing the results with observed time series of injection-production volumes. The rest of the paper is organized as follows. Section 2 describes the examined earthquake catalogs. Section 3 outlines the cluster identification technique and introduces correlation analyses that provide the main contribution of the work. The results and their implications are presented and discussed in sections 4 and 5. The final section 6 summarizes the conclusions.

2. Data and Catalog Processing

We examine the seismicity within The Geysers (Figures 1a and 1b), Coso (Figure 1c), and Salton Sea (Figure 1d) geothermal fields using the double-difference relocated catalogs of northern California (Waldhauser & Schaff, 2008) and southern California (Hauksson & Shearer, 2005; Hauksson et al., 2012). Specific parameters and details
for each catalog are given in Table 1. In each of the three regions, we evaluate the temporal evolution of the magnitude $M_c$ of completeness using the maximum curvature method of Woessner and Wiemer (2005) and the approach of Wiemer and Wyss (2000) that estimates $M_c$ as the 10 percentile of the respective Gutenberg-Richter law fit to the data (Figure S1). The moving windows to calculate $M_c$ are set to 100 events in both approaches. The decrease of the estimated $M_c$ values roughly coincides with the installation or enhancement of local networks in each geothermal field. These time periods with relatively lower $M_c$ and denser local network are selected for detailed analysis (the specific time intervals are described below). The $b$-value is estimated following Wiemer and Wyss (2000). Finally, the fractal dimension $d$ is estimated using the box-counting for an ensemble of 3-D hypocenters (Schroeder, 1991). Table 1 lists the estimated parameters for the different data sets.
Table 1
Seismicity Parameters and Catalog Statistics From the Four Employed Data Sets

<table>
<thead>
<tr>
<th></th>
<th>The Geysers (local)</th>
<th>The Geysers (whole)</th>
<th>Coso</th>
<th>Salton Sea</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N ) events</td>
<td>1,615</td>
<td>30,302</td>
<td>3,472</td>
<td>6,208</td>
</tr>
<tr>
<td>( \lambda ) (Eq/month)</td>
<td>17.5</td>
<td>280</td>
<td>24</td>
<td>64.5</td>
</tr>
<tr>
<td>( M_c ) range</td>
<td>(1, 3.1)</td>
<td>(1, 4.4)</td>
<td>(0.5, 4.1)</td>
<td>(1, 4.2)</td>
</tr>
<tr>
<td>( b )</td>
<td>1.22 ± 0.08</td>
<td>1.02 ± 0.004</td>
<td>0.94 ± 0.02</td>
<td>0.91 ± 0.04</td>
</tr>
<tr>
<td>( d )</td>
<td>2.11 ± 0.22</td>
<td>2.12 ± 0.10</td>
<td>2.42 ± 0.32</td>
<td>2.08 ± 0.30</td>
</tr>
<tr>
<td>Catalog reference</td>
<td>Kwiatek et al., 2015;</td>
<td>Waldhauser &amp; Schaff, 2008</td>
<td>Hauksson &amp; Shearer, 2005; Hauksson et al., 2012</td>
<td>Hauksson &amp; Shearer, 2005; Hauksson et al., 2012</td>
</tr>
<tr>
<td>Avg depth (km)</td>
<td>2.4</td>
<td>2.6</td>
<td>1.9</td>
<td>6.0</td>
</tr>
<tr>
<td>Avg hor error (km)</td>
<td>0.02</td>
<td>0.02</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Avg ver error (km)</td>
<td>0.03</td>
<td>0.05</td>
<td>0.6</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Note. Available time period: total time period available from the original relocated catalogs. Selected time period: time period analyzed in this study. \( N \) events: number of events within the selected time period. \( \lambda \): seismicity rate (events/month). \( M_c \) range: minimum and maximum magnitudes contained in the selected subset. \( M_c \): magnitude of completeness. \( b \): b-value of the Gutenberg-Richter relation. \( d \): fractal dimension from the seismicity distribution. Avg depth: average depth of the selected events. Avg hor error, Avg ver error: average horizontal and vertical errors from the relocated hypocenter catalogs, respectively.

2.1. The Geysers Geothermal Field, Northern California

The Geysers is the largest geothermal field in California by the steam volume produced. Geothermal operations started around 1960, and water has been injected since the beginning of field operations with the primary purpose of maintaining the reservoir pressure. The earthquake intensity has been shown to correlate well with the injection rates (Eberhart-Phillips & Oppenheimer, 1984; Johnson et al., 2016; Kwiatek et al., 2015; Martínez-Garzón et al., 2013; Trugman et al., 2016), and it is commonly accepted that the local seismicity is mostly induced by the fluid injection. The produced amount of steam is larger than that of the injected water, resulting in field depletion and corresponding subsidence (Mossop & Segall, 1997; Vasco et al., 2013). Aggregated monthly injection and production data for the whole field are publicly available and provided by the Department of Conservation State of California (DCSC). While steam production is maintained roughly constant through the year, the injection volumes have seasonal changes with larger volumes injected in winter season.

The magnitude detection threshold of the examined catalog (Waldhauser & Schaff, 2008) displays a substantial decrease after 2007, when a new type of sensors was installed (Geospace GS-11D sensors replaced SM6 sensors) and the addition of more stations in subsequent years. After 2007, the completeness magnitude mostly remains \( M_c < 1 \) (Figure S1a). We select for analysis 30,302 events between January 2007 and December 2015. Among these, 30,124 events were characterized by duration magnitude \( M_d \) 106 by local magnitude \( M_L \) and 72 by moment magnitude \( M_W \) reported. For uniformity of analysis, we assume as in Kwiatek et al. (2015) that \( M_W = M_d \) appropriate for relatively small events (Ben-Zion & Zhu, 2002; Edwards et al., 2010), and estimate \( M_d \) from \( M_W \) as \( M_d = (M_W - 0.47)/0.99 \) (Edwards & Douglas, 2013). The resulting event magnitudes are in the range \((1.0, 4.4)\) with the estimated \( b \)-value \( b = 1.02 ± 0.004 \) (Figure S2), in agreement with previous studies (e.g., Convertito et al., 2012).

In addition, we separately analyze the seismicity from an isolated portion \((2 \text{ km} \times 2 \text{ km})\) at NW Geysers, where the seismicity is clearly modulated by water injection into two nearby wells, Prati-9 and Prati-29 (Figure 1a). Daily hydraulic data for these two wells are available. Most of the seismicity occurs around the open-hole section of Prati-9 well, but the spatial extent of the seismicity cloud fluctuates according to the injection in both wells (Kwiatek et al., 2015). We employ a subset of 1,615 seismic events from a previously relocated catalog between November 2007 (coinciding with beginning of injection in Prati-9) and June 2015, after removing scattered events in the vicinity of the shallower Prati-29 well. This catalog corresponds to \( M_c = 1 \) and \( b = 1.22 ± 0.08 \) (Kwiatek et al., 2015; Martínez-Garzón et al., 2014; Martínez-Garzón, Kwiatek, et al., 2016). The \( b \)-value is larger than in the Salton Sea and Coso. This could be related to slight potential...
underestimation of $M_c$ at Salton Sea and Coso, or genuine $b$-value variations reflecting different stress levels and/or different relative proportion of tectonic seismicity.

### 2.2. Coso Geothermal Field, Eastern California

At Coso, exploration activities started in early 1970s; public production and injection data began in 1987 and the production reached its maximum in 1990 (DCSC). Since then, both monthly aggregated injection and production rates have experienced a slow and steady decline, with production rates being approximately two times higher than injection rates. Similar to The Geysers, the injection volumes have seasonal changes, with larger volumes injected in winter time.

Coso is located in a tectonically active area with natural seismicity and several local faults (e.g., Hauksson & Unruh, 2007). The majority of earthquakes are located in the upper 4 km layer (Kaven et al., 2014; Trugman et al., 2016; Figure 1c). The $M_c$ in the relocated catalog (Hauksson et al., 2012; Hauksson & Shearer, 2005) varies in time due to changes in the seismic network (Figure S1b). We select a period between 2004 and 2015 when the estimated $M_c$ from the maximum curvature method mostly remains about 0.5, in good agreement with previous estimations (Hutton et al., 2010; Schoenball et al., 2015). However, this method may slightly underestimate $M_c$. In total, 3,472 seismic events with local magnitude in the range (0.5, 4.1) are examined. The $b$-value is estimated as $b = 0.94 \pm 0.02$ (Figure S2), in agreement with previous studies (e.g., Schoenball et al., 2015).

### 2.3. Salton Sea Geothermal Field, Southern California

Geothermal operations at Salton Sea started in 1982 with a remarkable increase in injection and production volumes in the late 1980s (DCSC). As in the other fields, fluid-production surpasses the injected volumes resulting in significant reservoir depletion and subsidence (Barbour et al., 2016). In contrast to the other fields, no seasonal variations in the injection and production volumes can be easily identified. The Salton Sea geothermal field is located in a tectonically active region characterized by high heat flow and the occurrence of seismic swarms that include dozens of events of similar magnitude within short time periods (Chen & Shearer, 2011). Most of the seismicity is located between 4 and 6 km depth, below the overall reservoir depth of ~2 km (Figure 1d). Monthly injection and production data aggregated for the whole field are available (DCSC). The correlations between hydraulic operations and seismicity rates reported in different studies are not completely consistent. Brodsky and Lajoie (2013) and Llenos and Michael (2016) reported on correlation between background seismicity rates and fluid balance, while Trugman et al. (2016) did not find a clear long-term trend.

We select earthquakes with $M_c \geq 1$ from the Southern California relocated catalog (Hauksson et al., 2012; Hauksson & Shearer, 2005) during 2008–2015, when eight shallow borehole stations were deployed within the field (Figure S1c). During this time period, 6,208 seismic events with $M_c$ within the range (1.0, 4.2) are selected. The estimated $b$-value is $b = 0.95 \pm 0.03$ (Figure S2), in agreement with other studies (e.g., Trugman et al., 2016).

### 3. Methodology

In each of the four examined data sets, we identify clusters of seismicity and analyze time-dependent correlations between selected cluster statistics and the hydraulic parameters of geothermal operations. Below we describe the cluster identification methodology, define examined cluster statistics, and introduce the correlation procedure.

#### 3.1. Identification of Earthquake Clusters

The earthquake clusters are identified according to their space-time-magnitude nearest-neighbor proximity (Zaliapin et al., 2008; Zaliapin & Ben-Zion, 2013a, 2013b). The proximity $\eta_j$ of event $j$ to an earlier event $i$ in the space-time-magnitude domain is defined as (Baiesi & Paczuski, 2004)

$$
\eta_j = \begin{cases} 
  t_j(r_j)^d \cdot 10^{-bm}, & t_j > 0, \\
  \infty, & t_j \leq 0,
\end{cases}
$$

where $t_j = t_i - t_j$ (in seconds) and $r_j$ (in meters) are the temporal and spatial distances between the earthquakes $i$ and $j$, respectively; $d$ is the fractal dimension of the hypocenter distribution; $b$ is the $b$-value of the
Gutenberg-Richter relation; and \( m_i \) is the magnitude of the (earlier) event \( i \). The scalar proximity \( \eta_{ij} \) between events can be expressed as the product of its temporal and spatial components normalized by the magnitude of the earlier event \( i \):

\[
\eta_{ij} = T_{ij}R_{ij} \\
T_{ij} = t_{ij}10^{-q_{bm}}, R_{ij} = (\eta_{ij})^d10^{-(1-q_{bm})}, 0 < q < 1.
\]

We fix \( q = 0.5 \), which provides equal weights to the temporal and spatial distances. The \( b \)-value and fractal dimension \( 2 < d < 3 \) (describing the seismicity cloud as a structure that cannot fit to a 2-D plane, yet does not fill the entire 3-D spatial volume) are estimated for every region; they are listed in Table 1 and discussed in section 2. In this study, we calculate \( r_{ij} \) as the 3-D space distance between events. However, using epicentral locations (with \( 1 < d < 2 \), which describes the seismicity cloud as a structure between a line and a plane) produces similar results. This indicates that the clusters of earthquakes are prominent enough to be similarly identified in the 3-D space of hypocenters and 2-D space of epicentral projections. This robustness provides additional support to our overall conclusions, especially since the event depths have larger errors than the epicentral locations.

For every event \( j \) we identify its nearest-neighbor (parent) \( i = \text{argmin}_k \eta_{kj} \) that corresponds to the shortest proximity of equation (1): \( \eta_j = \min_i \eta_{ij} \). As illustrated in Figure 2, the distribution of the nearest-neighbor proximities \( \eta_j \) in observed seismicity catalogs is generally bimodal (e.g., Gu et al., 2013; Kossobokov & Nekrasova, 2017; Schoenball et al., 2015; Zaliapin et al., 2008; Zaliapin & Ben-Zion, 2013a, 2016a, 2016b). The long-proximity mode (representing larger rescaled times and/or distances) roughly corresponds to background events, while the short-proximity mode is associated with clustered earthquakes (i.e., foreshocks and aftershocks); we refer to Zaliapin and Ben-Zion (2013a, 2016a) for detailed discussion and illustrations. To separate the two modes of seismicity, we fit a Gaussian mixture model with two modes to the logarithmic proximities \( \log_{10} \eta_j \) (Zaliapin & Ben-Zion, 2016a) and select the midpoint between the two modes as a threshold that separates short and long proximities (lines in Figure 2). Individual clusters are formed by earthquakes that are connected by short proximity links. Each earthquake connected to a parent by a long link is considered a background event and starts a new cluster. The largest event in each cluster is called mainshock; all events within the cluster and prior to/after the mainshock are called foreshock/aftershocks (see Figure 6 of Zaliapin & Ben-Zion, 2013a). We use the name offspring to refer collectively to all events in a cluster following the first one. A single is a cluster that consists of a mainshock with no offspring, while the multiple-event clusters are called families.

Induced seismicity is conventionally assumed to have time-dependent rates and is approximated by a nonhomogenous Poisson point processes (e.g., Langenbruch et al., 2011). The used clustering methodology is fairly robust with respect to varying background rates, as the rescaled proximities in the cluster mode are typically orders of magnitude smaller than those in the background mode. Accordingly, changes in earthquake proximity caused by varying background rate are not expected to affect cluster identification. A direct verification of this is provided in section 4.2.

3.2. Examined Cluster and Hydraulic Properties

We consider the following cluster statistics, each of which is defined as a time series within a selected examined region. For every examined time series, the value computed in a particular moving window is attributed to the time \( t \) that is the median of the times included in the window. The analyzed properties are the following:

1. **Background** \( B(t) \), **single** \( S(t) \), and **family** \( F(t) \) rates, defined as daily counts of first events in all clusters (equivalently, the daily count of clusters), singles (mainshock with no offspring) and families (mainshocks with offspring), respectively, averaged in a moving window of one month. According to these definitions, \( B(t) = S(t) + F(t) \).
2. **Median** \( \mu(t) \) of the values of the nearest-neighbor proximity \( \eta_j \) between the background events and their parents, averaged within a moving event window. The employed moving window sizes are 30, 400, 70, and 90 events for The Geysers (local and whole), Coso, and Salton Sea, respectively. The window step is half of the corresponding window size. The selected windows contain 1–2% of the total seismicity from...
Figure 2. Distribution of rescaled times and distances for the four analyzed data sets. The seismicity contained in the left and right figures represents the 10% of seismicity closer to local minima and maxima of fluid injection balance, respectively. The color bars represent the distribution of the density of event pairs. (a) The Geysers (local), (b) The Geysers (whole), (c) Coso, and (d) Salton Sea.
the corresponding data set, and they ensure sufficient resolution with respect to the hydraulic time series. Variations of the results in response to changing the window sizes to within ±10% are discussed in Text S1.

3. **Rescaled times** $t(t)$ and distances $R(t)$ to parents, averaged within the moving event windows specified in item (2).

4. **Ratio** $Z(t)$ of the number of families (mainshocks with offspring) to the number of singles in a moving time window specified in item (2).

5. **Proportion** $A(t)$ of the number of aftershocks to the total number of offspring in a moving window specified in item (2).

6. **Average number** $N(t)$ of offspring within the families in a moving event window. Since only a fraction of events have offspring, this analysis uses reduced moving window sizes, three times smaller than those listed in item (2) to maintain comparable temporal resolution with respect to the hydraulic parameters.

The analyzed hydraulic parameter is the reservoir fluid balance $H(t)$ defined as the difference of injection and production rates. This parameter describes the evolving fluid content and provides a better correlation with the examined cluster statistics than either the injection or production data alone. The time series $H(t)$ is filtered to suppress high-frequency fluctuations and focus on robust trends. For The Geysers (local) subset where daily hydraulic data are available, we apply a first-order low-pass Butterworth filter with a normalized cutoff frequency of 0.044 rad/sample. The aggregated monthly hydraulic parameters for The Geysers (whole), Salton Sea, and Coso are only slightly filtered with a first-order low-pass Butterworth filter below the normalized cutoff frequency of 0.95π rad/sample in order to suppress very high frequency signals. The transfer functions of the applied filters are described in Text S2.

In the subsequent sections we introduce three complementary approaches for testing the existence of possible correlations between the earthquake cluster and hydraulic time series.

### 3.3. Moving Window Correlation Analysis

Let $X(t)$ be one of the cluster statistics time series and $H(t)$ be the fluid balance time series (section 3.2). The time series $X(t)$ and $H(t)$ are interpolated to a common time grid with increment of 30 days, which is a representative interval for the hydraulic time series in the three examined geothermal fields. The Pearson correlation coefficient $c_{\text{time}}$ is calculated in a moving time window of 6 months (i.e., 6 data points) moving in steps of 1 month (color bars in Figures 4–9, S4, and S7). The choice of this particular window size reflects the existence of seasonal changes in the injection and production time series, which are most prominent at The Geysers geothermal field. The median temporal correlation coefficient $c$ is calculated as a median of the ensemble of correlations coefficients. The correlations are generally robust with respect to different correlation types and window sizes. A detailed discussion on their robustness is provided in Text S1.

The significance of the median correlation $c$ is evaluated in numerical simulations. In general, we seek the probability of observing a correlation stronger than $c$ for two independent time series that are similar to $X(t)$ and $H(t)$. Specifically, we estimate the power spectral density $X(f)$ and $H(f)$ of the examined series using the multitaper approach (Percival & Walden, 1993). Next, we generate $n$ pairs of synthetic time series $(X'(t))_1,...,n$ and $(H'(t))_1,...,n$ by multiplying a random white noise spectrum by the power spectral density spectrum of $X$ (or $H$) and transfer the resulting spectrum back to the time domain using the inverse Fourier transform (see Figure S3). The resulting simulated series have the same power spectra as the original ones, although their phases are randomly shifted. We calculate the corresponding $n$ median correlation coefficients $c_{\text{synthetic}}$ for the $n$ pairs of time series $X'(t)$ and $H'(t)$ using the procedure described above. Finally, the significance ($p$-value) of the median correlation coefficient $c$ is estimated as the proportion of $c_{\text{synthetic}}$ that exceeds $c$. This step takes into account the sign of correlation. If $c > 0$, then $p = \#\{c_{\text{synthetic}} \geq c\}/n$, and if $c < 0$, then $p = \#\{c_{\text{synthetic}} \leq c\}/n$. We use $n = 10,000$ and consider the correlation between two time series significant if $p \leq 0.05$; that is, if no more than 50 synthetic pairs out of 10,000 show correlation stronger than that of the observations.

### 3.4. Regression Analysis

The relation between $X(t)$ and $H(t)$ can also be quantified by the correlation between the entire collection of values in the time series. Specifically, consider the time series $X(t)$ and $H(t)$ interpolated to a 30-day grid,
denoted $\tilde{X}(t)$ and $\tilde{H}(t)$. An iterative linear regression fitting is first applied, which removes up to 10% of the outliers defined via the standard deviation of the linear fitting. Then, the data without outliers are fitted with a standard linear regression. The correlation is measured by (1) the coefficient of determination $R^2$ and (2) the $p$-value testing the null hypothesis $H_0$: The slope of the regression trend between the two variables is equal to zero. The correlation is considered significant if $p \leq 0.05$.

3.5. Analysis of Variance

Finally, we assess the relation between the time series via analysis of variance (ANOVA) that tests the null hypothesis $H_0$: The means of a selected cluster statistic occurring within time intervals of low and high fluid balance $H$ are the same. Specifically, we divide the values of each cluster time series $\tilde{X}$ into two subgroups corresponding to low $\tilde{H} < \text{median} (\tilde{H})$ and high $\tilde{H} > \text{median} (\tilde{H})$ fluid balance. Here we use $\tilde{X}$ and $\tilde{H}$ described in section 3.4 without removing outliers. For every time series $\tilde{X}$, the $p$-value $p_{\text{ANOVA}}$ is computed in a one-way ANOVA test. The null hypothesis $H_0$ is considered significantly rejected if $p_{\text{ANOVA}} \leq 0.05$.

4. Results

We examine nine earthquake cluster statistics in four regions and use three alternative techniques for establishing relations with the fluid balance $H(t)$. This involves in total examining 108 pairwise relations. The earthquake cluster properties and their correlation with $H(t)$ are different at the three examined geothermal sites. The highest correlation is observed at The Geysers, and the lowest correlation is observed at the Salton Sea. The results are summarized in Table 2. Below we discuss individually each group of cluster statistics.

4.1. Background, Single, and Family Rates

The Geysers (both data sets): the background rates $B(t)$, single rates $S(t)$, and family rates $F(t)$ have significantly higher values during time periods of increased reservoir fluid balance $H(t)$. This is unambiguously confirmed by the three complementary analyses (moving window correlation, regression, and ANOVA; see Figures 3, 4, and S4 and Table 2). In particular, the median correlation coefficient $\tilde{c}$ is above 0.69 in all six examined cases (three cluster statistics in each of the two areas). The correlations and coefficients of determination are uniformly higher at the local field (Figures 4a and S4a). The observed correlation between $B(t)$ and $H(t)$ is in good agreement with previous studies that used ETAS modeling (Johnson et al., 2016; Trugman et al., 2016).

Cosó: significantly higher values of $B(t)$, $S(t)$, and $F(t)$ are observed during time periods of high $H(t)$, although not all analyses provide consistent results. The moving window analysis indicates significant correlation for all three examined cluster statistics, with $\tilde{c} \geq 0.57$ (Figures 4c and S4a–S4d). However, the regression analysis and ANOVA test indicate a significant change only for the family rates (Table 2 and Figure 3). This implies that while the temporal changes of the cluster statistics correlate significantly with $H(t)$, the largest/smallest values of $B(t)$, $S(t)$, or $F(t)$ do not necessarily coincide with the highest/lowest values of $H(t)$. This also suggests that regression and ANOVA might be less powerful than a moving window analysis in detecting temporal correlations. No correlation between the background rate $B(t)$ and the hydraulic parameters in Cosó was previously identified (e.g., Trugman et al., 2016).

Salton Sea: the relations between $B(t)$, $S(t)$, $F(t)$, and $H(t)$ appear more complex than in the other geothermal fields, often reverting their trend with time. A positive but not significant correlation is found between $F(t)$ and $H(t)$ ($\tilde{c} = 0.21$; Figure S4d). This result is supported by the ANOVA test, indicating a significant positive correlation between $F(t)$ and $H(t)$ (Table 2). The trend between $S(t)$ and $H(t)$ often reverts, and the overall sign of the correlation is negative $\tilde{c} = -0.26$ (Figure S4d), but the correlation between $S(t)$ and $H(t)$ is only found to be significant by the ANOVA test and regression analysis. Possibly because of these opposite trends between $S(t)$ and $F(t)$, no significant correlation is found between $B(t)$ and $H(t)$ (Figure 4d). These results are in good agreement with the lack of correlation found by long-term fitting of $B(t)$ from ETAS model in Trugman et al. (2016).

The ratio $Z(t)$ between the number of families and singles differs among the examined fields (Figure 4). At The Geysers and Cosó $Z(t) \approx 1/6$, while at Salton Sea $Z(t) \approx 1/3$. However, the temporal evolution of $Z(t)$ is similarly correlated with $H(t)$ at the four data sets according to the significant median correlation coefficient $\tilde{c} \geq 0.38$, with a higher proportion of families during periods of high $H(t)$ (Figure 5 and Table 2). The data set from The Geysers-local, despite an overall significant and positive correlation, displays a time period with a
Table 2: Results From the Applied Statistical Test and Correlation Techniques to Each Data Set

<table>
<thead>
<tr>
<th>Data Set</th>
<th>The Geysers (local)</th>
<th>The Geysers (whole)</th>
<th>Caso</th>
<th>Salton Sea</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>0.81</td>
<td>0.73</td>
<td>0.64</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>( 1.0 \times 10^{-9} )</td>
<td>( 1.0 \times 10^{-3} )</td>
<td>( 4.0 \times 10^{-4} )</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>( 9.17 \times 10^{-17} )</td>
<td>( 1.3 \times 10^{-5} )</td>
<td>0.14</td>
</tr>
<tr>
<td>( F(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>0.75</td>
<td>0.70</td>
<td>0.57</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>0.002</td>
<td>0.0021</td>
<td>0.22</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>( 2.1 \times 10^{-5} )</td>
<td>( 1.2 \times 10^{-11} )</td>
<td>0.87</td>
</tr>
<tr>
<td>( S(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>0.75</td>
<td>0.50</td>
<td>0.38</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>0.02</td>
<td>0.03</td>
<td>1.0 \times 10^{-4}</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>( 4.5 \times 10^{-11} )</td>
<td>( 2.1 \times 10^{-5} )</td>
<td>0.03</td>
</tr>
<tr>
<td>( Z(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>0.53</td>
<td>0.50</td>
<td>0.38</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>0.02</td>
<td>0.03</td>
<td>1.0 \times 10^{-4}</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>( 0.70 )</td>
<td>( 0.58 )</td>
<td>( 0.016 )</td>
</tr>
<tr>
<td>( 1/\mu(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>0.34</td>
<td>0.64</td>
<td>0.17</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>0.04</td>
<td>3.0 \times 10^{-3}</td>
<td>0.17</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>0.12</td>
<td>1.4 \times 10^{-7}</td>
<td>0.04</td>
</tr>
<tr>
<td>( 1/r(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>0.72</td>
<td>0.64</td>
<td>0.45</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>0.056</td>
<td>1.6 \times 10^{-3}</td>
<td>0.098</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>0.0129</td>
<td>0.39</td>
<td>7.91 \times 10^{-4}</td>
</tr>
<tr>
<td>( 1/r(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>( 0.68 )</td>
<td>( -0.30 )</td>
<td>( -0.20 )</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>( 0.002 )</td>
<td>( 0.84 )</td>
<td>0.069</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>( 0.3276 )</td>
<td>( 5.85 \times 10^{-5} )</td>
<td>0.004</td>
</tr>
<tr>
<td>( N(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>0.34</td>
<td>0.34</td>
<td>0.39</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>0.002</td>
<td>0.02</td>
<td>0.22</td>
</tr>
<tr>
<td>( A(t) ) versus ( H(t) )</td>
<td>( \bar{c} )</td>
<td>( -0.35 )</td>
<td>( -0.09 )</td>
<td>( -0.20 )</td>
</tr>
<tr>
<td>( p )-value ( \bar{c} )</td>
<td>( p_{\text{ANOVA}} )</td>
<td>( 0.015 )</td>
<td>( 0.29 )</td>
<td>0.16</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( p )-value ( R^2 )</td>
<td>0.18</td>
<td>0.36</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Note: The \( \bar{c} \) and \( p \)-value \( \bar{c} \) indicate the median temporal correlation coefficient \( \bar{c} \) and the corresponding \( p \)-value of the moving window correlation analysis. These coefficients reflect the temporal evolution of the corresponding earthquake clustering property \( X(t) \) and the fluid balance \( H(t) \). The \( p_{\text{ANOVA}} \) reflects the significance of the null hypothesis \( H_0 \) that the means of the distribution of the clustering property \( X(t) \) at low and high fluid balance \( H(t) \) are statistically equal. The \( R^2 \) and \( p \)-value \( R^2 \) indicate the linear coefficient of determination and the corresponding \( p \)-value from the regression analysis. The cell is colored in green if the correlation is considered significant, which is here evaluated if the corresponding \( p \)-value is \( p < 0.05 \). Three types of green are used for the three different analyses. \( B(t) \), \( F(t) \), and \( S(t) \) represent background, family, and single seismicity rates, respectively. \( Z(t) \) indicates the proportion of family to single mainshocks within an event window. \( \mu(t) \) indicates the proximity between events. \( T(t) \) and \( R(t) \) denote the rescaled times and distances, respectively. \( N(t) \) and \( A(t) \) represent the average number of offspring and the proportion of aftershock to the total amount of offspring within a given event window, respectively.
Figure 3. ANOVA analysis results. Multiple statistics that test the null hypothesis $H_0$: the means from the populations of $X(t)$ during time periods with low and high fluid balance are equal. The results are illustrated using comparative boxplots for low and high fluid balance periods. In each of the boxplots, the red line indicates the median, the blue box extends between the first and third quartiles, and the black dashed lines (whiskers) extend between the minimum and maximum value excluding outliers, which are shown by red points. Normalized boxplots for The Geysers-local, The Geysers-whole, Coso, and Salton Sea are showed in columns from left to right. (a) Background rates $B(t)$, (b) single rates $S(t)$, (c) family rates $F(t)$, (d) proportion of families to singles $Z(t)$, (e) proximity between events $\mu(t)$, (f) rescaled inter-event time $T(t)$, (g) rescaled inter-event distance $R(t)$, (h) number of offspring $N(t)$, and (i) proportion of aftershocks to total number of offspring $A(t)$. A box is framed in green if the null hypothesis $H_0$ is rejected (correlation is found) at 5% significance level.
negative correlation. This period coincides with the shut-in of the nearby well Prati-29 (whose active injection period is indicated with vertical dashed magenta lines in Figures 4a–9a), which affected the local stress field and the seismicity distribution (Kwiatek et al., 2015; Martínez-Garzón, Vavryčuk, et al., 2016). The regression and ANOVA analyses also indicate a significant relation between $Z(t)$ and $H(t)$ at The Geysers (whole field), Coso, and Salton Sea (Table 2 and Figure 5). It is interesting that $Z(t)$ is the only of the examined nine cluster statistics that displays the same trend—increase with $H(t)$—in each of the four data sets considered in this study (Figure 5).

**Figure 4.** Moving window correlations results. Temporal evolution of the median background seismicity rates ($B(t)$, blue lines) and the fluid balance ($H(t)$, black lines) for (a) The Geysers (local), (b) The Geysers (whole), (c) Coso, and (d) Salton Sea. Note that $H(t)$ at The Geysers (local) represents the injection rates since production is negligible. The dashed magenta lines in (a) mark the start and end of injection in the well Prati-29. The color bars represent the correlation coefficient between the two represented. Each plot is framed in green if the average temporal correlation coefficient is found to be significant ($p < 0.05$).
We note that our estimated background rates $B(t)$ are higher than those reported in other studies for the same time period using ETAS modeling. These differences may be related to the larger number of singles identified by the nearest-neighbors approach with respect to the ETAS model, as mentioned in Zaliapin and Ben-Zion (2013a).

**4.2. Rescaled Interevent Times and Distances and Median Proximity Between Events**

The Geysers: a strong positive correlation between $1/T(t)$ and $H(t)$ is clearly confirmed by both moving correlation ($≥0.8$) and ANOVA analyses ($p_{\text{ANOVA}} ≤ 0.01$; Figures 6a and 6b and Table 2). The regression analysis only finds a significant relation for this pair of statistics in The Geysers-local. This could indicate either increased background rates during periods of high $H(t)$, or alternatively, variations in the $b$-value modulated by the $H(t)$.

**Figure 5.** Same as Figure 3 but for the median ratio of family to single main shocks ($Z(t)$, green lines).
The correlation between $1/R(t)$ and $H(t)$ is significant at The Geysers-local according to all three tests, while at the Geysers-whole it is significant only according to the moving window analysis (Figures S7a and S7b and Table 2). The median correlation coefficients are negative, indicating that during periods of high fluid balance $H(t)$ the seismicity tends to occur at greater rescaled interevent distances, hence possibly activating a greater volume. At the local field, this is in good agreement with previous studies (Kwiatek et al., 2015; Martínez-Garzón et al., 2014). This is shown here to also apply for the whole field, although the correlation is weaker, potentially due to a more complex distribution of injection and production wells (Table 1).

For most of the analyzed years, the temporal evolution of the reciprocal median proximity $1/\mu(t)$ at The Geysers (whole) appears well correlated ($\approx 0.64$) with the fluid balance $H(t)$. This implies that during periods of higher $H(t)$ the proximity between events is shorter (Table 2 and Figure 6b). Therefore, the observed
The correlation between $\mu(t)$ and $H(t)$ is largely driven by the strong positive correlation between $1/T(t)$ and $H(t)$, rather than the weaker negative correlation between $1/R(t)$ and $H(t)$ (Table 2). However, at The Geyser (local), both temporal and spatial correlations are strong and opposite in sign, which might result in an overall weaker correlation between $\mu(t)$ and $H(t)$ (Figure 6a and Table 2).

Coso: a weak correlation ($\zeta = 0.48$) between $1/T(t)$ and $H(t)$ is observed and confirmed by the ANOVA test (Figure 7c and Tables 1 and 2). However, no correlation is found between $H(t)$ and $1/R(t)$ or $\mu(t)$ (Table 2).

Figure 7. Same as Figure 3 but for the inverse of the inter-event time ($1/T(t)$).
Salton Sea: No significant correlations are found between $1/T(t)$, $1/R(t)$, or $1/\mu(t)$ and $H(t)$ at this field by the moving window correlation analysis (Figures 6d, 7d, and S7d and Table 2). Similarly, no significant relations between these parameters are reported by the ANOVA or regression analysis.

We examine further the joint distribution of the rescaled times $T(t)$ and distances $R(t)$ for the events corresponding to about 10% of the seismicity in a temporal vicinity of local fluid balance minima and maxima, respectively. A higher proportion of clustered seismicity is seen at the Salton Sea and Coso during the periods of fluid balance maxima (Figures 2c and 2d), in agreement with the observed high $Z(t)$ during the periods of high $H(t)$. At The Geysers (both data sets), the distributions of $(T, R)$ are dominated by a large population of singles, which prevents making decisive conclusions. The separation line between background and clustered modes (Figure 2) fits well the distributions of seismicity occurring within both low and high injection rates. This supports the claim that changes in background rates do not significantly affect the cluster identification methodology (Zaliapin et al., 2008; Zaliapin & Ben-Zion, 2013a, 2013b).

Figure 8. Same as Figure 3 but for the average number of offspring of the family main shocks ($N(t)$, green lines).
A weak but significant correlation between the total offspring number \(N(t)\) and fluid balance \(H(t)\) is established in The Geysers (both data sets) by the moving window analysis and ANOVA test (Figures 8a and 8b and Table 2). The regression analysis gives indecisive results, with the respective \(p\)-value being close to 0.05. Taking into account the exponential relation of the total family offspring number to the family mainshock magnitude (Figure S8), the observed correlation can be explained by the mainshock magnitude increase within intervals of high fluid injection. A significant correlation between \(N(t)\) and \(H(t)\) is also found at Coso geothermal field and supported by the regression analysis (Figure 8c and Table 2). This result is, however, found to be insignificant by the ANOVA test. A possible explanation of this discrepancy in the results of regression analysis versus ANOVA test could be the removal of 10% of outliers in the regression analysis; the outliers may destroy the significant correlation found by regression. No significant correlation between \(N(t)\) and \(H(t)\) is found at Salton Sea geothermal field (Figure 8d and Table 2).
At The Geysers (local), a weak but significant negative correlation ($C = -0.35$) is found between the proportion $A(t)$ of aftershocks with respect to the total number of offspring and $H(t)$, which is confirmed by the regression analysis (Figure 9 and Table 2). This suggests that high fluid balance $H(t)$ stimulates a larger proportion of foreshocks. The ANOVA test does not indicate a significant correlation. The correlations appear insignificant at the whole-field scale according to the moving window correlation and the ANOVA test, but they are reported as significant by the regression analysis.

The absolute numbers of aftershocks and foreshocks are also different between the local and whole areas at The Geysers. At The Geysers (local), the number of aftershocks and foreshocks is comparable, indicating swarm-like clustering, during approximately the first three years of stimulation (Figure 9a). In contrast, the monthly number of aftershocks at The Geysers (whole) is remarkably larger than the number of foreshocks (Figure 9b). The difference in the proportion of aftershocks and foreshocks at the two fields can be related to different reservoir fluid volumes and temperatures, which have been previously identified to influence the type of clustering (Zaliapin & Ben-Zion, 2013b). An increased amount of reservoir fluid and higher temperatures are expected for the local data set, with no significant steam production and injection at $>250{^\circ}C$ (e.g., Jeanne et al., 2014). In contrast, the total steam production at The Geysers is larger than fluid injection, implying smaller fluid volumes. In addition, substantial reservoir cooling may have occurred since the start of the fluid injection, which happened more than 60 years ago at several locations of the field.

At Coso, the numbers of foreshocks and aftershocks are comparable, which is a characteristic of swarm-like clusters (Chen & Shearer, 2011; Zaliapin & Ben-Zion, 2013b, 2016b; Figure 9c and Table 2). No significant relation between $A(t)$ and $H(t)$ is observed, indicating that in this area the relative production of aftershocks and foreshocks is not driven by the geothermal activities (Figure 9c and Tables 1 and 2). At Salton Sea, the numbers of foreshocks and aftershocks are also comparable (Figure 9d). Interestingly, a significant positive correlation between $A(t)$ and $H(t)$ is found by all three approaches (Table 2 and Figure 9d). The observed correlation suggests that the mainshocks occurring during high $H(t)$ tend to have a higher proportion of aftershocks (Figure 9d), which is opposite to what is observed at The Geysers.

5. Discussion
We analyze nine earthquake cluster statistics at The Geysers, Coso, and Salton Sea geothermal fields and compare them to time series of fluid balance (the difference of injection and production) using three complementary correlation tests. The analyses reveal within a diversity of results a number of significant correlations between selected earthquake cluster properties and the fluid balance. Only the family to single ratio is consistent among different fields. The dependence of the findings on the event window size and correlation type is investigated in Text S2 and Tables S1 and S2. In the following, we interpret the most robust correlations obtained.

5.1. Relations Between Cluster Properties and Hydraulic Parameters Across the Fields
The cluster characteristics analyzed above from The Geysers whole and local geothermal fields are highly consistent. This suggests that the local area from the NW part of the field provides a fair representation of the processes that govern earthquake clustering in the whole field. However, the three geothermal fields (The Geysers, Coso, and Salton Sea) display different levels of correlation between cluster properties and fluid balance. The analyzed local NW portion of The Geysers (local) shows the largest amount of significant relations (Table 2), with 23 out of 27 analyses (3 techniques, 9 cluster statistics) and all 9 moving window correlation tests, suggesting significant cluster relation with fluid balance. The results across The Geysers (whole) are generally consistent with those from the local scale, with 21 out of 27 analyses showing significant correlations (Table 2). In particular, 8 out of 9 examined cluster statistics display significant temporal correlations with fluid balance according to the moving window correlation analysis. In Coso, 13 out of 27 analyses indicate significant relation with 6 out of 9 statistics having significant relation of clustering characteristics with fluid balance. The Salton Sea has the lowest response, with only 11 out of 27 analyses suggesting significant relation and 3 out of 9 statistics having significant moving window correlation.

The different responses of cluster properties to the fluid balance within the three different geothermal fields appear to reflect the tectonic and structural complexity of the regions. The Geysers exemplifies the simplest case with no known tectonic seismicity and only few local faults crossing the field. Additionally, the seismicity
there is well modulated by the fluid injection and mostly limited to the reservoir depth (Eberhart-Phillips & Oppenheimer, 1984; Major & Peterson, 2007). Coso represents an intermediate situation between The Geysers and Salton Sea. It is located in a tectonically active area crossed by several active faults which have experienced M5 earthquakes (e.g., Feng & Lees, 1998; Hauksson & Unruh, 2007). At the same time, the majority of the seismicity tends to localize around the open-hole sections of the wells or slightly below (e.g., Kaven et al., 2014) as illustrated in Figure 1c. While not all examined cluster properties correlate significantly with the fluid balance, significant temporal correlations are found between $H(t)$ and the background rates $B(t)$, the family to single ratio $Z(t)$, and interevent times $T(t)$. This suggests that the seismicity within Coso geothermal field might have a larger response to the hydraulic operations than previously described (e.g., Trugman et al., 2016). A possible explanation of the discrepancy with respect to the findings of Trugman et al. (2016) is that we focus on a much shorter time period during which the field was better monitored and $M_c$ is significantly lower.

The Salton Sea is the most complex case study examined here. It is located in an area of high tectonic and structural complexity at the southern end of the San Andreas Fault and is crossed by several orthogonal structures and pull-apart basins. Seismic swarms unrelated to geothermal operations have been reported (Chen & Shearer, 2011), and the seismicity within the field extends several kilometers below the wells (Figure 1d). These factors likely result in complex response of earthquake clustering to fluid balance. The lack of clear correlations at the Salton Sea can also be partially due to the comparatively lower quality of the examined hypocentral catalog. The average vertical error of the events within the field is about 1.2 km (Table 1), which is significantly larger than that for the other examined geothermal fields. Finally, the Salton Sea is also different in the injection-production variations. While The Geysers and Coso have seasonal changes with larger reservoir fluid volume in winter time, the changes in the Salton Sea do not directly correspond to the seasons.

5.2. Background Rate Changes and Mechanisms Driving Seismicity

The background rates $B(t)$ significantly correlate with fluid balance at The Geysers and Coso. At these sites, the time periods of higher $B(t)$ coincide with time periods of the highest $H(t)$, which suggests the highest volumes of fluid in the reservoir. At The Geysers, the production rates are maintained roughly constant in time compared to the strong seasonal fluctuations in the injection rates. Therefore, the increase of $B(t)$ during times of high $H(t)$ possibly indicates that the fluid injection is the main factor driving the seismicity, in agreement with previous observations there (e.g., Eberhart-Phillips & Oppenheimer, 1984; Johnson et al., 2016). At Coso, the net production, the thermal fracturing of the rock due to temperature contrast, and the small local increases in pore pressure due to fluid injection have been previously proposed as mechanisms driving the seismicity (Fialko & Simons, 2000; Schoenball et al., 2015). Our results suggest that the relative pore pressure increase during times of increased reservoir fluid balance (or equivalently, decreased net production) may be particularly acute at this field.

In contrast, the background rates $B(t)$ at Salton Sea do not display significant correlations with the fluid balance $H(t)$. As mentioned, this could possibly be because the seismicity is driven by more complex processes. Previous ETAS-based estimations found a relatively good correlation of the background rates with the net production (Brodsky & Lajoie, 2013; Llenos & Michael, 2016), in agreement with the observed reservoir depletion and field subsidence (Barbour et al., 2016). However, recent studies, also based on ETAS modeling, do not find any significant correlation between these two parameters (Trugman et al., 2016). Our results do not suggest any correlation between $B(t)$ and $H(t)$, possibly due to the opposite trends of the $F(t)$ and $S(t)$ with respect to $H(t)$.

5.3. Swarm-Like Clusters and Increased Proportion of Families in Periods of High $H(t)$

Regions with high heat flow and/or elevated presence of fluids are expected to have relatively low effective viscosity (Ben-Zion & Lyakhovsky, 2006), leading to swarm-like clusters with multiple generations of offspring, each of which has a few direct offspring (Zaliapin & Ben-Zion, 2013a, 2016b). This provides a simple explanation for the dominance of swarm-like clusters in the three examined geothermal fields (in comparison to tectonic regions, such as the San Jacinto fault zone). Interestingly, the only cluster property that displays uniform and statistically significant temporal correlations with the fluid balance $H(t)$ in all examined data sets is the proportion $Z(t)$ of families with respect to singles. For the four analyzed data sets, $Z(t)$ is observed to be higher during the periods of high $H(t)$. This indicates that background events are more prone, in different structural
and tectonic settings, to have offspring during the periods of high fluid balance. A simple explanation for this tendency is that higher fluid balance $H(t)$ increases overall the stress in the region, leading to higher susceptibility of triggering offspring.

### 6. Conclusions

Our analyses of correlations between earthquake clustering properties and hydraulic parameters in three different geothermal fields in California using three alternative statistical approaches (moving window correlation, regression analysis, and ANOVA test) can be summarized as follows. Overall, the moving window correlation and regression analyses report the largest and smallest number of significant correlations, respectively. This indicates that the moving window correlation is capable of detecting correlations missed by alternative techniques. At the same time, the moving window approach might be less powerful in rejecting the null hypothesis of absence of correlation, which may facilitate detecting artificial correlations. In general, it is advisable to use a mixture of alternative techniques in correlation analysis of noisy inhomogeneous data. Our results suggest that moving window is the least conservative and the regression analysis is most conservative of the three techniques examined in this work. The following site-specific results are found to be statistically significant:

1. The response of the earthquake cluster properties to hydraulic operations differs from field to field. The earthquake clustering at The Geysers is strongly modulated by temporal changes in the fluid balance. At Coso, the fluid balance plays a weaker role in controlling the earthquake clustering and the Salton Sea area displays the least clear response. These different responses are inversely related to the tectonic complexity of each region—a higher tectonic and structural complexity leads to lower response of clustering to the fluid balance.

2. The proportion of families (mainshocks with offspring) with respect to singles (mainshocks without offspring) is significantly higher during time periods of high fluid balance in all examined data sets. This is consistent with an overall increased stress in times of high fluid balance that stimulates offspring generation.

3. At The Geysers and Coso geothermal fields, the background seismicity rates are significantly modulated by the fluid balance, suggesting that fluid injection is an important mechanism driving seismicity. In contrast, mixed trends and no significant overall correlation is observed at Salton Sea, likely reflecting a more complex interplay of the combined processes that control seismicity.

4. At The Geysers and Coso geothermal fields, the rescaled interevent times between mainshocks tend to decrease during periods of high fluid balance. This is in good agreement with the reported higher background rates, but it could also be indicative for a slightly lower $b$-value during these times. At the same time, the rescaled interevent distances increase at The Geysers during high fluid balance periods, possibly suggesting that seismicity propagates away from the wells and activate larger volumes.

5. At The Geysers, mainshocks with the largest numbers of offspring occur during periods of high fluid balance. This might be related to the increase of mainshock magnitude during high fluid balance periods, and not only to increase in aftershock productivity.

6. The aftershock/foreshock proportions significantly change with fluid balance at The Geysers and Salton Sea. The direction of this effect differs between the fields—a higher fluid balance is associated with higher proportion of foreshocks at The Geysers but with higher proportion of aftershocks at Salton Sea.

7. The local area at the NW Geysers is representative of the whole field in terms of relations between fluid balance and earthquake clustering.
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