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Abstract

We use recent results on statistical analysis of seismicity to present a robust method for comprehensive detection and analysis of earthquake clusters. The method is based on nearest-neighbor distances of events in space-time-energy domain. The method is applied to a 1981-2011 relocated seismicity catalog of southern California having 111,981 events with magnitudes $m \geq 2$, and corresponding synthetic catalogs produced by the Epidemic Type Aftershock Sequence (ETAS) model. Analysis of the ETAS model demonstrates that the cluster detection results are accurate and stable with respect to (i) three numerical parameters of the method, (ii) variations of the minimal reported magnitude, (iii) catalog incompleteness, and (iv) location errors. Application of the method to the observed catalog separates the 111,981 examined earthquakes into 41,393 statistically significant clusters comprised of foreshocks, mainshocks and aftershocks. The results reproduce the essential known statistical properties of earthquake clusters, which provide overall support for the proposed technique. In addition, systematic analysis with our method allows us to detect several new features of seismicity that include (i) existence of a significant population of single-event clusters; (ii) existence of foreshock activity in natural seismicity that exceeds expectation based on the ETAS model; and (iii) dependence of all cluster properties, except area, on the magnitude difference of events from mainshocks but not on their absolute values. The classification of detected clusters into several major types, generally corresponding to singles, burst-like and swarm-like sequences, and correlations between different cluster types and geographic locations is addressed in a companion paper.

1. Introduction

Earthquake clustering is an essential aspect of seismicity with signatures in space, time and size (e.g. magnitude, potency/moment, energy) domains that provide key information on earthquake dynamics. Clustering is the most prominent form of the existing variety of structures and patterns of seismicity, understood in the broadest sense as various deviations from a time-Stationary space-Inhomogeneous marked Poisson (SIP) process. Clustering in space is exemplified by the concentration of earthquakes along the boundaries of major tectonic plates and regional fault networks [e.g., Scholz, 2002; Utsu, 2002]. Clustering in time is best seen as a significant increase of seismic activity immediately after large earthquakes leading to aftershock sequences [e.g., Omori, 1894; Utsu, 1961; Utsu et al., 1995; Kisslinger, 1996]. Earthquake swarms, foreshocks, bursts, gaps, and switching of seismic activity among spatio-temporal domains are other terms used to denote different types of seismic clustering [e.g., Richter, 1958; Jones and Molnar, 1979; Romanowicz, 1998; Utsu, 2002; Felzer and Brodsky, 2006; Vidale et al., 2006; Vidale and Shearer, 2006; Ben-Zion, 2008; Shearer, 2012].

Despite the overall agreement about the existence of multiple types of repeatedly observed seismic clusters, reflected by a well-developed cluster terminology, a formal definition of seismic clusters is lacking. This limits the ability of performing systematic cluster analysis. Even the most prominent type of earthquake clusters – aftershocks – does not have a commonly accepted definition. Accordingly, the existing cluster studies rely on various ad-hoc assumptions, which are well suited for addressing particular focused questions yet typically insufficient for general use. For the same reason, the majority of aftershock studies are associated with the
largest earthquakes in a region. These events are characterized by extremely high intensity of aftershock series, at least in the mainshock vicinity, which allows one to accurately identify most aftershocks by a simple window approach and ensures that alternative methods lead to similar results. The behavior of aftershock sequences of small-to-medium magnitude events is largely unsettled.

This study takes advantage of recent results on statistical cluster identification [Zaliapin et al., 2008; Zaliapin and Ben-Zion, 2011], and recent empirical evidence [e.g., Vidale et al., 2006; Vidale and Shearer, 2006; Enescu et al., 2009; Holtkamp et al., 2011; Shearer, 2012], to develop a comprehensive approach towards objective and robust analysis of seismic clusters. This paper is the first in a series having the following specific goals: (i) identify statistically significant earthquake clusters in southern California, (ii) classify the detected clusters into several main types according to their statistical properties, and (iii) relate the detected cluster types to key governing properties of the crust. The present paper focuses on the first goal; the other two will be addressed in follow-up papers.

The employed data and basic methods of catalog analysis are outlined in Sect. 2. The cluster detection that forms the core of the study follows from results of Zaliapin et al. [2008] and is described in Sect. 3. The proposed method is based on a generally observed bimodal distribution of nearest-neighbor earthquake distances in a combined space-time-magnitude domain (Sect. 3, Auxiliary Sections A and B). The nearest-neighbor distances quantify the deviations of observed seismicity from a SIP process. We show in Auxiliary Section B that the observed bimodal distribution cannot result from marginal spatial or temporal clustering of earthquakes, and hence cannot be attributed, for instance, to the complexity of fault networks. Instead, it is fundamentally due to dependent space-time seismicity structures associated primarily with foreshock-mainshock-aftershock sequences. The observed bimodal distribution of earthquake distances provides a natural tool for partitioning an examined earthquake catalog into separate individual clusters: events within a cluster are abnormally close to their nearest-neighbors, while events from distinct clusters are relatively far from each other.

The clusters are naturally divided into singles that contain just one event, and families having multiple events that are sub-classified into foreshocks, mainshocks, and aftershocks (Sect. 3.4). The suggested classification is consistent overall with traditional expert definition of different types of earthquakes (mainshocks, foreshocks, aftershocks). Our methodology, however, is based solely on statistical properties of the data and can be used to analyze seismicity objectively and systematically in different geographic regions, time intervals, and magnitude ranges.

The employed cluster technique is characterized by (i) soft parameterization that uses only 3 easily-estimated parameters (the \( b \)-value of the magnitude distribution, the spatial dimension of epicenters, and the threshold that separates “very close” from other distances), (ii) ability to uniformly analyze clusters associated with mainshocks of greatly different magnitude, (iii) demonstrated high stability of the cluster detection with respect to the employed parameters, minimal reported magnitude, catalog incompleteness, and location errors, and (iv) absence of underlying assumptions or governing models for the expected earthquake cluster structure. The combination of these properties distinguishes our technique from other existing algorithms [e.g., Gardner and Knopoff, 1974; Reasenberg, 1985; Molchan and Dmitrieva, 1992; Zhuang et al., 2002; Dzwinel et al. 2005; Marsan and Lengline, 2008]. The proposed algorithm is objective, since it is based on a general intrinsic property of natural seismicity (bimodal earthquake
distance distribution) rather than on any ad-hoc division criteria, and it provides a robust tool for systematic analysis of earthquake clusters that span wide regions of space, time and sizes.

Section 4 presents analysis of various statistical properties of the detected clusters. This analysis has two goals. First, it confirms that our technique reproduces the essential known properties of seismic clusters, which is important for the validation of the proposed approach. Second, it reveals several interesting new or not well-documented features of seismic clusters. These include the existence of a prominent population of single-event clusters (given the employed catalog resolution); similarity of the distributions of magnitude differences between the mainshock and largest aftershock and foreshock (resulting in the Båth law for both aftershocks and foreshocks); closer overall proximity of foreshock magnitudes to that of mainshocks compared to the aftershock magnitudes; dependence of the cluster structure on the difference between magnitudes of mainshock and cluster events, rather than on their absolute magnitudes; and the observation that the area of foreshocks is order of magnitude smaller than that of aftershocks. A companion paper [Zaliapin and Ben-Zion, 2013] uses the developed approach to demonstrate the existence of several types of seismicity clusters in southern California that are characterized by distinct topological properties and geographic location and, therefore, likely associated with different failure processes.

2. Data and basic methods

Data. We work with the relocated southern California earthquake catalog of Hauksson et al. [2012], available via the SCEC data center (http://www.data.scec.org/research-tools/downloads.html). Figure 1 shows the epicenters of 111,981 earthquakes with magnitude $m_c = 2$ used in this study. The time-latitude map of seismicity with $m \geq 3$ in Fig. 2 illustrates visually various changes of seismic intensity, most clearly related to aftershock sequences of large earthquakes.

Completeness. The employed magnitude threshold $m_c = 2$ is lower than the completeness magnitude for southern California, which is estimated to be above 3.0 [Felzer, 2008; Schorlemmer and Woessner, 2008]. However, we demonstrate in Auxiliary Sections D, E that the cluster structure of the events is insensitive to the catalog incompleteness as well as to the minimal reported magnitude. This supports the assumption that the recovered cluster structure is close to the one that would be observed in a complete catalog. The results for $m_c = 3$ (not shown) are qualitatively similar to the ones reported in this study, yet the number and size of the clusters is insufficient for presenting visually clear results.

$\Delta$-analysis. Any aftershock analysis is intrinsically affected by the existence of the catalog lower cutoff magnitude $m_c$. For instance, if we analyze earthquakes with magnitudes $m \geq m_c = 2$, then an earthquake of magnitude $m = 2$ cannot have aftershocks of a smaller magnitude, while an $m = 6$ event may have aftershocks with magnitudes $2 \leq m \leq 6$. To equalize the magnitude ranges for potential fore/aftershocks of mainshocks with different magnitudes, we often perform a $\Delta$-analysis that (i) only considers mainshocks with magnitude $m \geq m_c + \Delta = 4$ and (ii) only considers fore/aftershocks with magnitude within $\Delta = 2$ units below that of the mainshock. The fore/aftershocks detected by this analysis are called $\Delta$-fore/aftershocks. The conventional analysis that considers all events is referred to as regular analysis.

3. Earthquake clustering: nearest-neighbor approach

We detect earthquake clusters based on analysis of nearest-neighbors in a multi-dimensional domain that includes the location, time and the size of earthquakes. It is shown
below (see Sect. 3.3, Fig. 4) that the nearest-neighbor distances of recorded earthquakes in this combined domain are separated clearly into two subpopulations. The first population is comprised of \textit{clustered events} that occur unusually close (in a sense to be rigorously defined) in time and space to their nearest neighbors. The second population is comprised of \textit{background events} that happen farther away from their nearest neighbors; the spatio-temporal distribution of background events is reminiscent of that for a SIP process. We note that the term \textit{background} is not equivalent to \textit{homogeneous}. In fact, a rigorous analysis [e.g., Luen and Stark, 2012] can reject the hypothesis that the background events are a realization of a SIP process. Nevertheless, it will be demonstrated below (see Figs. 3, 4 and 9) that the deviations from a SIP realization in the background subpopulation are \textit{orders of magnitude} less that in the clustered population. This motivates us to focus on the clustered population and consider its objective statistical identification.

We emphasize that the problem considered in this study is different from \textit{catalog declustering}, which is formulated as removing some events from a catalog in order to obtain a homogeneous remaining point field. We focus, instead, on identifying individual statistically significant clusters and analyzing (i) the properties of the clusters, and (ii) the properties of the point field represented by the single maximal event of each cluster, whether or not this field is Poissonian. The history of seismicity cluster analysis and the existing declustering approaches [e.g., Gardner and Knopoff, 1974; Reasenberg, 1985; Molchan and Dmitrieva, 1992; Dzwinel et al. 2005; Marsan and Lengline, 2008; Zhuang et al., 2002] suggest that the two problems are related. A traditional approach to the declustering problem, pioneered by Gardner and Knopoff [1974], is to detect and remove “aftershocks” and to test the remaining field, mostly comprised of mainshocks, for stationarity and homogeneity. These authors have hypothesized in their classical paper that the resulting field is a realization of a SIP process. This gave a strong impetus to a tradition in statistical seismology to test declustering algorithms against a stationary Poisson outcome. A recent study by Luen and Stark [2012] demonstrates, however, that the SIP hypothesis is rejected in analysis of currently available catalogs and declustering methods in southern California. This conclusion is not surprising if one takes into account numerous mechanisms leading to time-dependent evolution of seismicity not related to aftershock clustering. These include seismic migration, swarms, regional changes of seismic intensity, switching of seismic activity between different faults, as well as technical problems with routine recording of events, in particular in the immediate vicinity of a large event. This provides additional motivation for the approach used in this study, whose primary focus is on the properties of clusters as opposed to that of a declustered catalog.

3.1 Distance between earthquakes

Consider an earthquake catalog where each event $i$ is characterized by occurrence time $t_i$, hypocenter $(\phi_i, \lambda_i, d_i)$ and magnitude $m_i$. Our initial goal is to identify for each earthquake $j$ its possible \textit{parent}, which is an earlier earthquake $i$ that is the closest, in some sense, to $j$ among all earlier events. This motivates us to consider a distance that is asymmetric in time. Following Baiesi and Paczuski [2004], the distance between earthquakes $i$ and $j$ is defined as

$$
\eta_{ij} = \begin{cases} 
t_j (r_j)^{d_j} 10^{-m_j}, & t_{ij} > 0; \\
\infty, & t_{ij} \leq 0.
\end{cases}
$$

(1)
Here \( t_{ij} = t_j - t_i \) is the inter-occurrence time in years, which is positive if earthquake \( i \) happened before event \( j \) and negative otherwise; \( r_{ij} \geq 0 \) is the spatial distance between the earthquake hypocenters in kilometers; and \( d_f \) is the (possibly fractal) dimension of the earthquake hypocenter distribution. In the main analysis of this paper we compute the distance \( \eta_{ij} \) with parameters \( b = 1, d_f = 1.6 \). The depth of the earthquakes is ignored and \( r_{ij} \) is computed as the surface distance between the event epicenters.

It will be convenient to represent the scalar distance \( \eta \) in terms of its space and time components normalized by the magnitude of the parent event \( i \) [Zaliapin et al., 2008]:

\[
T_{ij} = t_{ij} 10^{-q_{bm_i}}, \quad R_{ij} = (r_{ij})^{d_f} 10^{-(1-q) b_{mi}} .
\]  

(2)

It is readily seen that \( \eta_{ij} = T_{ij} R_{ij} \) or, equivalently, \( \log_{10} \eta_{ij} = \log_{10} T_{ij} + \log_{10} R_{ij} \). In this work we always use \( q = 0.5 \). Figure A1 (Auxiliary Section A) illustrates the connection between the normalized time \( T \) and time in years for events of different magnitudes \( m_i \).

The nearest-neighbor distance (NND) for a given event \( j \) is the minimal distance among \( \eta_{ij} \) where \( i \) goes over all earlier events in the catalog. The event \( i \) that corresponds to the nearest-neighbor distance is called the nearest-neighbor, or parent, of event \( j \). We use for the NND the same notation \( \eta_{ij} \) as for the general distance in Eq. (1), which should create no confusion.

Our cluster analysis is based on significant deviations of the observed NND \( \eta \) from the values expected in the absence of clustering. The next section reviews the properties of the distance \( \eta \) and its 2D expansion \((T, R)\) for a stationary homogeneous Poisson point process that by construction has no clustering.

### 3.2 Homogeneous Poisson process

Consider a marked Poisson point process that is homogeneous in \( d_f \)-dimensional space, stationary in time, and has magnitudes (marks) that follow the Gutenberg-Richter distribution; we will refer to this process as a Stationary Homogeneous Poisson (SHP) process. Zaliapin et al. [2008] and Hicks [2011] demonstrated that the NND \( \eta_{ij} \) in SHP can be closely approximated by the Weibull distribution. The traditional NND for a Poisson point field in a Euclidean space also has the Weibull distribution [Feller, 1970]. This relates our cluster analysis in space-time-magnitude domain and classical results on clustering in multidimensional spaces. Zaliapin et al. [2008] also demonstrated that the joint 2D distribution of \((T, R)\) in a SHP process is unimodal and is concentrated along the line \( \log_{10} T + \log_{10} R = \text{const.} \)

Figure 3 shows results for a SHP process with 12,105 events, which is the number of \( m \geq 3 \) events in the relocated catalog of Hauksson et al. [2012]. Panel (a) displays the joint distribution of \((T, R)\) estimated using a Gaussian kernel smoothing; the distribution is clearly unimodal. The white line corresponds to \( \log_{10} R + \log_{10} T = -5 \) and is shown for visual comparison of these synthetic results with later results for southern California. Panel (b) shows the histogram of the NND on a logarithmic scale; it further emphasizes the unimodal shape of the distribution. Panel (c) juxtaposes the empirical cumulative distribution function (cdf) of the NND \( \eta \) and the theoretical cdf for the Weibull distribution, which provides a very close approximation for the observations [Zaliapin et al., 2008; Hicks, 2011].
3.3 Observed seismicity

In contrast to the above results for a SHP process, analysis of the observed seismicity reveals a prominently bimodal distribution of $\eta$ and of the joint distribution of $(T, R)$, with an additional mode located closer to the origin. Figure 4 shows the distribution of the NND $\eta$ for two different cutoff magnitudes in southern California. The first striking observation is the existence of two modes: One is extended along and above the white diagonal line in Figs. 4a,b; this mode is reminiscent of the distribution for a SHP process shown in Fig. 3. We refer to this mode as background. The other mode is located closer to the origin and has horizontally elongated shape in the 2-D plot. We call this mode clustered. We note that the location of the background mode is independent of the magnitude cutoff of the analysis; the vertical (space) location of the cluster mode is also independent of the magnitude cutoff.

The bimodal distribution of the NND is a general feature of observed seismicity. Hicks [2011] used the NEIC catalog 1973-2011, $m \geq 4$, and found similar bimodal distribution for the world-wide seismicity, as well as the regional seismicity of Japan, New Zealand, and Africa. Bautista [2011] demonstrated a bimodal distribution for seismicity in Nevada, using the catalog produced by the Nevada Seismological Laboratory.

Auxiliary Section B shows that the reported bimodal distribution cannot be explained by spatial or temporal marginal distributions of the observed earthquakes; instead, it is associated with dependent spatio-temporal structures. The existence of the cluster mode is ultimately caused by groups of earthquakes that happen within highly localized regions in both space and time. Such groups mainly correspond to foreshock-mainshock-aftershock sequences or swarms. In the next section we use the bimodality of the $(T,R)$ distribution to identify individual space-time clusters of seismicity.

3.4 Spanning network, forest of earthquakes

By connecting each earthquake $j$ in the catalog to its nearest neighbor (parent) $i$ according to the NND $\eta$, we form a single cluster that contains all examined events. In the graph-theoretical language, the nearest-neighbor links form a spanning network. The spanning network for the nearest-neighbor analysis of earthquakes with $m \geq 4$ in southern California is shown in Fig. 5a. Statistical properties of the spanning network for California seismicity according to the ANSS catalog were studied by Baiesi and Paczuski [2004]. From a topological point of view, the spanning network is a tree, which means that it does not have loops. The tree structure of the nearest-neighbor spanning network can be not very intuitive, since this property does not hold in Euclidean spaces, so we prove it in Auxiliary Section C.

Each link in the spanning tree is assigned a strength inversely proportional to the respective NND $\eta$. This allows separating all the links in the spanning tree into weak and strong, in accordance with the bimodal distribution of $\eta$. Specifically, weak links (large distances) are defined by the condition $\eta \geq \eta_0$; they correspond (Fig. 4) to the background part of the bimodal distribution of $(T,R)$. Strong links (short distances) are defined by the complementary condition $\eta < \eta_0$; they correspond to the cluster part of the bimodal distribution of $(T,R)$. A visual inspection of Fig. 4 suggests $\eta_0=10^{-5}$ as a reasonable separation threshold. Hicks [2011] performed a formal analysis to establish the best boundary between the two modes, considering a Gaussian mixture model with the background and cluster modes. The model was estimated using the Expectation Maximization approach [Hastie et al., 2001]. The analysis was performed in 1D for values of
\[ \log_{10} \eta, \text{and in 2D for the joint distribution of } (\log_{10} T, \log_{10} R).\] Such a formal analysis suggests also that \( \eta_0 \approx 10^{-5}.\)

We now remove the weak links from the spanning tree and keep only the strong links. This results in a \textit{spanning forest} (Fig. 5b), which is a collection of distinct trees that span all events in the catalog. The forest contains many single-event trees, which we call \textit{singles} and show by open circles. The other events are connected in multi-event clusters, which we call \textit{families}. By construction, each family is comprised of highly coupled events that are connected to their parents by strong links. There are 1,146 earthquakes with \( m \geq 4 \) in the examined catalog. Of these, 685 (60\%) have strong links to parents and 461 (40\%) have weak links. There are 373 (33\%) singles; the other 773 (67\%) events form 89 families. The size of the families ranges from 2 to 166 events. Figure 5b, however, creates a visual impression that most of the events are singles (empty circles), while the family events (filled circles) comprise a small fraction of the catalog. This impression is due to the fact that the more numerous family events are highly clustered in space and time, while the less numerous singles are distributed more uniformly. As an illustration, Fig. 5c zooms on an area around the M7.2 El-Mayor–Cucapah earthquake of 4 April 2010. The aftershock sequence of this earthquake contains numerous events highly clustered in space and time; they all belong to a single family.

Next, we focus on the internal structure of the clusters in the spanning nearest-neighbor forest.

### 3.5 Mainshocks, aftershocks, foreshocks

We introduce the following terminology for the events within a family (Fig. 6). The earthquake with the largest magnitude in a family is called \textit{mainshock}. If there are several earthquakes with the largest magnitude within a family, the first one is considered to be the mainshock; hence, each family has a single mainshock. All events in a family that occurred after the mainshock are called \textit{aftershocks}. All events that occurred prior to the mainshock are called \textit{foreshocks}. This terminology closely resembles the one commonly used in the literature on earthquake cluster analysis. Altogether, we have (Fig. 6) two types of clusters – singles and families, and 3 types of events within families – mainshocks, aftershocks, and foreshocks. The event classification depends on the catalog magnitude cutoff. For instance, with a lower cutoff some singles may become mainshocks (after being connected to possible foreshocks and aftershocks), while with a higher cutoff some mainshocks may become singles. Other changes of event types are also possible, although they are less probable.

Table 1 summarizes the individual event identification in the nearest-neighbor analysis of earthquakes with magnitude \( m \geq 2 \) in southern California. The proportion of events of different type is very stable for magnitudes below 5, with about 37\% of mainshocks and singles, 56\% aftershocks, and 7\% foreshocks. These proportions change for larger events, giving significant preference to the mainshocks, which seems very intuitive (see also Sect. 4.1 below). According to a Fisher test [Agresti, 2002], this proportion change can hardly be attributed (not shown) to the decrease of the event number within the large magnitude ranges and hence represents an actual effect. Table 2 summarizes the event classification in \( \Delta \)-analysis. Figure 7 shows the spatial distribution of the mainshocks and singles in \( \Delta \)-analysis.

Figure 8 shows events of different types in time-latitude coordinates. The figure demonstrates that the nearest-neighbor analysis detects the most obvious clusters, mostly related to aftershock sequences of large earthquakes. At the same time, there are still some clear variations in the mainshock intensity, like the one during 1987-1990 around latitude 32 in Fig.
8a. However, the spatio-temporal scales of the groups of mainshocks and singles are much larger than that of the clusters identified by the nearest-neighbor analysis. To illustrate this, we perform the nearest-neighbor analysis only for the mainshocks and singles with different magnitude thresholds (Fig. 9). The joint distribution of \( (T,R) \) in this case is clearly unimodal, with a single mode located above the line \( \log_{10} T + \log_{10} R = -5 \), which separates the background and cluster populations in the analysis of the entire catalog (see Fig. 4). The cluster mode is absent in the analysis of mainshocks and singles, indicating that the essential clustering has been already successfully identified and removed. The single mode of \( (T,R) \) is largely spread and does not look like the ellipsoid mode of a Poisson process shown in Fig. 3a; this indicates that the mainshock/singles field is not Poissonian. This statement is further confirmed by the fact that the NND do not obey the Weibull distribution (not shown). At the same time, the single mode looks similar to the background mode of the original catalog (Figs. 4a,b); this suggests that the cluster identification procedure does not distort the non-homogeneous and possibly non-stationary background events. Identifying and possibly removing the weak remaining clusters of mainshocks and singles is a separate problem, which also can be approached by the nearest-neighbor methodology. However, the clustering of mainshocks and singles lacks the bimodality of the original catalog, so analysis of such data requires additional ad-hoc rules. The present study does not address this problem.

### 3.6 Quality and stability of cluster identification

The proposed cluster detection technique is based on the earthquake distance of Eq. (1) and the cluster threshold \( \eta_0 \). We note that the parameter \( q \) of Eq. (2) is only used for visual purposes (to define and plot rescaled time \( T \) and space \( R \)), and is not involved in the cluster identification. The algorithm is completely parameterized by the triplet \( (b,d,\eta_0) \) whose values are estimated from the observations, so it does not involves any ad-hoc choices or tuning parameters. Nevertheless, there exist statistical variability in the estimation of each parameter – Marzocchi and Sandri [2003] give a review of \( b \)-value estimation with numerous references; the results on estimating fractal distribution of epicenters are reviewed by Harte [1998], Kagan [1998], and Molchan and Kronrod [2009]; the estimation of the threshold \( \eta_0 \) is discussed by Hicks [2011]. The results of the cluster detection might be also affected by the catalog completeness magnitude and earthquake location errors.

To test the performance and stability of the proposed cluster identification, we apply it in Auxiliary Section D to catalogs generated by the ETAS model [Ogata, 1998]. This analysis has three goals. First, it demonstrates that the proposed technique is able to correctly identify spatio-temporal clusters in a model with known underlying cluster structure, and to perform well for a wide range of model parameters. Second, it demonstrates stability of the cluster identification with respect to the algorithm parameters, catalog magnitude completeness threshold, and earthquake location errors. Third, it illustrates some statistical effects related to the adopted conditional definition of event types: mainshocks, aftershocks, and foreshocks. Auxiliary Section E demonstrates the stability of our cluster technique with respect to the above potential sources of error in the observed catalog of southern California seismicity.

In this study we consider a version of the ETAS model with isotropic spatial kernel and homogeneous spatial background distribution, which is commonly used in analysis of observed seismicity [e.g., Veen and Schoenberg, 2008; Wang et al., 2010; Chu et al., 2011]. Although the isotropy and homogeneity assumptions are violated in the observed seismicity, such model captures the essential aspects of self-excited seismicity and can serve to illuminates basic
similarities and differences between the observed and synthetic clusters. We expect that the main conclusions of this work will remain valid for a spatially inhomogeneous/anisotropic version of ETAS. We also notice that the examined ETAS model does not reproduce possible incompleteness of the observed catalogs immediately after large events (so-called short-term aftershock incompleteness).

The results of the quality and stability analyses suggest that (i) the earthquake catalog of southern California has a cluster structure reminiscent in general of that generated by the ETAS model; additional details described in Sec. 4, (ii) the cluster structure can be robustly recovered by the proposed technique, and (iii) the cluster structure is stable with respect to various choices and numerical parameters of the proposed algorithm.

4. Statistics of detected clusters

In this section we examine various statistics of the detected earthquake clusters. The analysis has two goals: (i) to reproduce the known statistical features of aftershock/foreshock series in order to validate the proposed cluster technique and (ii) reveal new properties of earthquake clusters.

4.1 Magnitude distribution

Figure 10 illustrates the magnitude distribution of mainshocks/singles, aftershocks and foreshocks. Panel (a) shows the proportion $1 - F(m)$ of earthquakes with magnitude above or equal to $m$, where $F(m)$ denotes the empirical cumulative distribution function of magnitudes. Panel (b) shows the cumulative proportion normalized by the magnitude, $[1 - F(m)] \times 10^m$. This transformation is convenient to emphasize changes of the exponential index: It converts a pure exponential distribution $F(m) = 1 - 10^{-bm}$ with $b = 1$ to a horizontal line; a downward slope indicates an exponential distribution with index $b > 1$; while an upward slope indicates an exponential distribution with index $b < 1$. The following observations are noteworthy: (i) There exists a downward bend in all three distributions within the magnitude range $2 \leq m \leq 2.5$; the bend reflects the catalog incompleteness; (ii) All three distributions are approximately exponential (i.e., are closely approximated by a straight line in the chosen coordinates) within the range $2.5 \leq m \leq 4.5$ with index $b = 1$ for mainshocks/singles and aftershocks and a larger index $b > 1$ for foreshocks; (iii) There is a prominent upward (downward) bend in the mainshock/singles (aftershock) distribution at $m = 4.5$; there is also a less prominent downward bend for foreshocks at the same point.

Table 3 reports the estimation of the $b$-value for events of different types, using events with magnitude $m \geq 3.0$ to eliminate the effects of catalog incompleteness reported above. The estimations are done with the method of Tinti and Mulargia [1987] that takes into account the discreteness of reported magnitudes; the magnitude step in the analyzed catalog is $\delta = 0.01$. We refer to Marzocchi and Sandri [2003] for comprehensive discussion and tests of this method. The estimations confirm the visual impression from the cumulative plots of Fig. 10: The $b$-values for mainshocks/singles and aftershocks are the same within the intermediate magnitude range and are significantly lower than the $b$-value for foreshocks. While the estimated $b$-values and respective confidence intervals would depend on the employed estimation method (different methods may lead to deviations of estimated values within $\pm 0.03$), this qualitative conclusion remains the same. We also notice that despite the fact that the observed deviations of the magnitude distribution from a pure exponential law at large values do affect slightly the estimated $b$-values, they are not large enough to mask the special behavior of foreshocks.
The location of the bend at \( m = 4.5 \) is consistent with results of Knopoff [2000], who reported an upward bend for the mainshocks in southern California at \( m = 4.7 \) using a different method for mainshock identification. This effect is also observed in the ETAS model (Auxiliary Section D, Fig. D9), and hence is due at least in part to the finite spatio-temporal domain of analysis and conditional event type definition: larger events have a slightly higher chance of becoming mainshocks than smaller events. The upward deviation in the number of mainshock/singles from the pure exponential law is also an expected outcome of the growth of stress concentration in elastic solid with the rupture size [Ben-Zion and Rice, 1993; Ben-Zion, 1996]. When ruptures reach a critical size \( R_c \) for which the stress transfer to the edge is comparable to a typical stress drop, they can generate at the propagating front sufficient stress to continue to propagate through areas that just sustained a stress drop. Such ruptures can become "runaway events" that continue to grow (statistically) to a size limited by strong heterogeneities or the overall fault dimensions [see Fig. 13 of Ben-Zion, 2008]. The actual value of \( R_c \) depends on the level of heterogeneities and average stress drops. The results of Knopoff [2000] and those shown in Fig. 10 might indicate that \( m \approx 4.5 \) is sufficiently large to produce statistically runaway events in southern California. The enhancement in the number of mainshocks for events larger than \( m \approx 4.5 \) leads to corresponding reduction in the number of other event types (foreshocks and aftershocks), as shown in Table 1. The precise origin of the observed upward deviation in the mainshock magnitude distribution remains unclear and may be due to either physical processes or statistical artifacts, or a mixture of the two.

Importantly, there exist two observations that are not reproduced by the ETAS catalogs considered in this study (Auxiliary Section D, Fig. D9, Table D3): (i) comparable \( b \)-values for aftershocks and mainshocks within intermediate magnitude range, and (ii) higher \( b \)-value for foreshocks than for aftershocks and mainshocks. This suggests that the behavior of natural seismicity clusters, and foreshocks in particular, cannot be completely explained within the ETAS framework; or at least by its spatially homogeneous version used here. Evidently, there are features that are not due to the conditional definition of events; these features might reflect important physical processes within earthquake clusters.

### 4.2 Number of offspring

Figure 11a shows the estimated number \( N_{\text{off}} \) of direct offspring for each event in the observed catalog (light dots) and the averaged offspring number within non-overlapping magnitude intervals of length 0.1 (dark circles). The offspring number scales with the event magnitude as

\[
N_{\text{off}} \propto 10^{cm}, c = 0.93 \pm 0.06.
\]

Here the estimation is done within the range \( 4 \leq m \leq 6 \) and the margins of error correspond to a 95% CI. The distribution of \( N_{\text{off}} \) for fixed \( m \) can be closely approximated by the negative binomial distribution and it deviates significantly from a Poisson distribution. This is consistent with results of Kagan [2010] and is confirmed by the chi-square goodness-of-fit test for \( 2 \leq m \leq 6 \) with magnitude step 0.1 (not shown). The analysis for \( m = 4.5 \) is illustrated in Fig. 12a, which shows the empirical cumulative distribution of the offspring number (circles) and its best maximum likelihood approximations by the negative binomial (solid line) and Poisson (dashed line) distributions. Clearly, the negative binomial model provides a very close fit, while the Poisson model is not applicable. Similar results are seen at all other magnitudes. For comparison, Fig. 12b repeats the same analysis in an ETAS catalog with 146,432 events described in Auxiliary Section D.5. Although the actual offspring numbers in the ETAS model have a Poisson
distribution, the estimated numbers of direct offspring have larger variance and are better
approximated by a negative binomial distribution; this issue is further discussed in Auxiliary
Section D.5. An important observation is that the variance of the offspring distribution in the
observed catalog seems to be much larger than that in the considered ETAS model. This
observation is further confirmed in Fig. 11b where we show the estimated mean and variance of
the offspring number $N_{\text{off}}$ for the observed and ETAS catalogs. We note the following features:
(i) The average offspring number for $m > 4$ is the same in the ETAS and observed catalogs; (ii)
On the other hand, the average offspring number for $m < 4$ is significantly smaller in the ETAS
results than in the observed catalog; (iii) The variance of $N_{\text{off}}$ in the observed catalog is always
larger than that in the ETAS catalog, and (iv) The ratio between the variance and average
increases from 1 to about 100 as the magnitude $m$ increases from 2 to 6 in both the ETAS and
observed catalogs; this further emphasizes inappropriateness of the Poisson model, for which the
ratio is unity.

An important consequence of the increased variability of the offspring number in the
observed catalog compared to the ETAS model (both theoretical and estimated) is the existence
of a large population of singles – mainshocks with no offspring (see Tables 1, 2). The existence
of singles cannot be explained solely by catalog artifacts such as incompleteness or the minimal
reported magnitudes. Singles comprise 84% of all detected clusters (as opposed to 31% of all
events, as reported in Table 1), 53% of the clusters with $m \geq 3$, and 17% of the clusters with $m \geq
4$. The largest single has magnitude 5.0.

### 4.3 Cluster size, number of foreshocks, aftershocks

The distribution of cluster size $N$ is shown in Fig. 13; it can be closely approximated by a
Pareto distribution with index $a \approx -1$. Recall that the Pareto cumulative distribution function can
be written as $F(x) = 1 - Ax^{-a}$, with $x \geq A^{1/a}$ for some $A$, $a > 0$. This is equivalent to $1 - F(x) = Ax^{-a},$
or $\log[1 - F(x)] = -a \log[x] + \log A$. Hence, the log-log plot of the tail function $1 - F(x)$ vs. $x$ for the
Pareto distribution is linear. This is seen in Fig. 13 for two different minimal magnitudes of the
nearest-neighbor cluster analysis. The approximate Pareto distribution of cluster sizes with index
$a = -1$ is reproduced in the analysis of the ETAS model (Fig. D10b) and can be readily
explained by the combination of exponential mainshock magnitude distribution with a given $b$-
value (index) and exponential number of offspring for a given mainshock with index $\alpha = b$
[Saichev et al., 2005]. We emphasize that Fig. 13 merely illustrates that the cluster size
distribution can be approximated by a Pareto law; it is not intended to validate or invalidate a
more delicate assumption about the precise equality of $\alpha$ and $b$, which has no effect on the
results of this study.

Figure 14 illustrates the distribution of the number of aftershocks and foreshocks per
cluster. This analysis includes families with no aftershocks and/or foreshocks as well as singles;
this makes it possible for the average number of fore/aftershocks to be less than 1. Panel a shows
the number $N-1$ of the foreshocks and aftershocks in a cluster as a function of the cluster
mainshock magnitude $m$. The total number of foreshocks and aftershocks scales as $(N-1) \propto 10^{0.95}$
with $\beta = 0.95 \pm 0.06$ (95% CI); a line with slope 0.95 is shown for visual convenience. The same
analysis is done separately for aftershocks and foreshocks in panel b. The number of aftershocks
(circles) per cluster is much larger than that of foreshocks (diamonds). The number $N_A$ of
aftershocks still scales with the mainshock magnitude as $N_A \propto 10^{0.99}$ with $\beta = 0.99 \pm 0.06$ (95% CI). The number of foreshocks does not exhibit a clear exponential scaling; nevertheless, the best
exponential fit would have index $\beta \approx 0.6$ that is smaller than that for aftershocks. The estimation
of slopes is done here within the magnitude range $m \geq 4$; the slope for the lower magnitudes is
slightly larger in both analyzes. Similar productivity distribution is observed in the ETAS model
(Auxiliary Section D, Fig. D10a).

The observed increase of the fore/aftershock number with the cluster mainshock
magnitude is ultimately caused by the existence of the catalog lower cutoff magnitude. To
demonstrate this, we examine in Fig. 15 the cluster size $N$ for different mainshock magnitudes in
the $\Delta$-analysis, which only considers foreshocks and aftershocks within $\Delta=2$ magnitude units
from the respective mainshock. The cluster size seems to be independent of the mainshock
magnitude; this visual impression is confirmed by the ANOVA [Freedman, 2005] and Kruskal-
Wallis [Kruskal and Wallis, 1952] tests summarized in Table 4. Specifically, we test the null
hypothesis $H_0$: Cluster sizes have the same mean (ANOVA) or median (Kruskal-Wallis) in
different groups according to the cluster mainshock magnitude. We run three series of tests, each
of which corresponds to three consecutive lines of the table. Each test is done (i) using ANOVA
approach (columns 4,5) and (ii) using Kruskal-Wallis approach (columns 6,7). In ANOVA tests,
we use $\log_{10}(N)$ to better satisfy the assumption of sample Normality; the Kruskal-Wallis test
refers to the sample median and hence gives the same results for $N$ and $\log_{10}(N)$. The first series
of tests (lines 1-3) compares the cluster size $N$ among several groups of clusters binned into
equidistant mainshock magnitude intervals. The null hypothesis cannot be rejected if the
magnitude bins have lengths below 1 (lines 2,3). For longer magnitude bins (line 1) the null is
rejected. A more detailed analysis (not shown) suggests that the reported rejection is due to a
slight decrease of the cluster size at the lowest mainshock magnitudes. The observed decrease is
in fact caused by the singles ($N = 1$), which possibly form a particular population as discussed in
Sect 4.2. This is demonstrated in the second series of tests (lines 4-6) that excludes the singles
from the analysis, i.e. it considers only earthquake families. The null cannot be rejected in any of
the six tests. Binning of clusters into equidistance magnitude intervals (as is done in the above
tests) results in samples of significantly different sizes, which may affect the testing results. To
avoid this effect, the third series of tests (lines 7-9) compares the family sizes (excluding singles)
in bins of equal size. The null hypothesis cannot be rejected in any of the six tests. These results
suggest that the observed cluster structure is robust with respect to the earthquake magnitudes;
namely, the family size depends only on the magnitude difference of mainshock and other family
events, and not on their absolute values. We also provide additional support to the hypothesis
that singles form a special population that should be analyzed separately from the families.

4.4 Temporal structure of families

Figure 16 shows the intensity of events in the clusters vs. time, averaged over all the
detected clusters in regular and $\Delta$-analyses. Both analyses recover the conventional structure of a
foreshock-mainshock-aftershock sequence, with a lower number of foreshocks and higher
number of aftershocks. Both aftershock and foreshock intensities decrease away from the time of
mainshock. This is further illustrated in Fig. 17 that shows a power-law decay of both aftershock
and foreshock intensities away from the time of the mainshock. Specifically, the figure shows
results for families with mainshock magnitude $m \geq 4$, for $\Delta$-aftershocks (panel a, black dots) and
$\Delta$-foreshocks (panel b), with $\Delta=2$ and within 50 days from the mainshock. Panel (a) also shows
(light squares) the intensity of first-generation offspring for parents with magnitude $m \geq 4$, within
$\Delta=2$ magnitude units from the parent. The results are consistent with those obtained in the
ETAS model (cf. Auxiliary Section D, Fig. D11): The slopes for both aftershock and foreshock
decays are comparable, and the slope for aftershock decay is lower than that for the first-
generation offspring, which is due to the existence of secondary, tertiary, etc. aftershocks. The
intensity slopes remain the same (within statistical margins of error) if the analysis is done
separately for different mainshock magnitudes (not shown). The same analysis for regular
aftershocks and foreshocks (as opposed to Δ-aftershocks/foreshocks) leads to different decay
slopes for different mainshock magnitudes, with significant deflation of the estimated slopes at
large mainshock magnitudes (not shown); this is explained by significant increase of secondary,
etc. aftershocks as well as incomplete registration of small events in the vicinity of a large one.

The above results are consistent with the Omori-Utsu law for the intensity of both
aftershocks and foreshocks [Omori, 1894; Utsu, 1961; Papazachos, 1973; Jones and Molnar,
1979; Utsu et al., 1995; Helmstetter et al., 2003]:

\[ \Lambda(t) = \frac{K}{(t + c)^p}. \]  

Our observations indicate that \( p = 0.82 \pm 0.04 \) for Δ-aftershocks within \( 0.1 \leq t \leq 10 \) days; \( p = 1.02 \pm 0.02 \) for the first-generation offspring within \( 0.01 \leq t \leq 10 \) days; and \( p = 0.89 \pm 0.13 \) for Δ-
foreshocks within \( 0.1 \leq t \leq 10 \) days. All margins of errors refer to a 95% confidence interval. Recall that the productivity index \( K \) of fore/aftershocks in regular analysis (when all events
reported in a catalog are considered in the analysis) scales with the mainshock magnitude \( m \) as

\[ K = 10^{\beta m}, \]  

with \( \beta \approx 1 \) for aftershocks and \( \beta < 1 \) for foreshocks (Fig. 14). In the Δ-analysis (which only
includes aftershocks and foreshocks within Δ magnitude units from the respective mainshock),
the productivity \( K = K(\Delta) \) is a constant that depends on \( \Delta \) but not on the mainshock magnitude.
These results are consistent with the existing knowledge about properties of aftershocks and
foreshocks [Utsu, 1961; Papazachos, 1973; Jones and Molnar, 1979; Kisslinger and Jones,
1991; Utsu et al., 1995; Helmstetter and Sornette, 2002; Helmstetter et al., 2003].

The following observation from Fig. 16 is noteworthy: The aftershock intensity in the
regular analysis is order of magnitude larger than that in the Δ-analysis (as expected). In contrast,
however, the difference between the foreshock intensities in the regular and Δ-analyses is much
smaller. A more focused examination of this is illustrated in Fig. 18a that shows the distribution
of the magnitude differences \( d_m = m_{\text{mainshock}} - m_{\text{event}} \) of family events and their respective
mainshocks. The foreshock magnitudes are prominently closer to that of the mainshock
compared to the aftershock magnitudes. Accordingly, more foreshocks remain in the family in
the Δ-analysis. The observed difference between aftershocks and foreshocks magnitude
distributions cannot be explained by the conditional definition of event types. This is illustrated
in Auxiliary Section D (Fig. D12a) by analysis of the ETAS model. Interestingly, as shown in
Fig. 18b, the distributions of the difference between the magnitude of the mainshock and the
largest foreshock or aftershock are statistically the same. This observation is discussed further in
the next section. The difference between the relative numbers of foreshocks and aftershocks, and
their magnitude differences from the mainshocks, are consistent with statistical existence of
some accelerated failure process as the time of mainshocks is approached [e.g., Mogi, 1969,
4.5 Båth law for foreshocks and aftershocks

It has been observed in analysis of aftershock sequences of large earthquakes [e.g., Båth, 1965; Kisslinger and Jones, 1991; Shcherbakov and Turcotte, 2004; Shearer, 2012] that there is a systematic difference between the magnitudes of a mainshock and the largest aftershock. The value of the magnitude difference reported in the literature is close to 1.2 and is independent of the mainshock magnitude. Our analysis confirms (Fig. 18b) the Båth law for aftershocks, as well as for foreshocks, with average magnitude differences of 1.1 and 1.2, respectively. Interestingly, the distribution of the differences $\Delta m = m_{\text{mainshock}} - m_{\text{largest-event}}$ is almost uniform for both aftershocks and foreshocks within the range $[0, 2]$, with a few sporadic values above 2 that correspond to a fast decaying tail of the distribution. The uniform range $[0, 2]$ seems to be independent of the magnitudes of the examined families, as illustrated by the aftershock analysis of families with mainshock magnitude $m \geq 5$ shown in the inset of Fig. 18b. The uniform distribution within the range $[0, 2]$, with a fast decaying tail at larger values, explains the mean value of the magnitude difference in the Båth law that is slightly larger than 1 [e.g., Ben-Zion, 2008]. An almost uniform distribution of $\Delta m$ or aftershocks is also observed in the ETAS model (Auxiliary Section D, Fig. D12b). However, the magnitude distribution for the foreshocks in the examined ETAS models always exhibits significant deviations from a uniform $\Delta m$. The data examined in this study does not allow resolving whether the ETAS model has systematic deviations from observations in regards to the foreshock magnitude distribution. This should be tested further using additional observed and ETAS catalogs.

4.6 Area and duration of families

We define the area $A$ of a group of earthquakes as the area of the minimal convex hull that contains these earthquakes. The area of foreshock and aftershock sequences in $\Delta$-analysis is illustrated in Fig. 19. The analysis is done for 147 aftershock sequences and 38 foreshock sequences with at least 5 events. The area $A$ scales with the family mainshock magnitude $m$ as $A \propto 10^{\gamma m}$, $\gamma \approx 1$ (Fig. 19a) and is independent of the family size $N$ (Fig. 19b). This suggests the existence of a damage zone around the parent rupture with a linear size that scales with the mainshock magnitude $m$ as $10^m$, $\lambda \approx 0.5$. These results are consistent with the empirical scaling relation $\log_{10} P_0 = \alpha M_L + \text{const}$, where $P_0$ is the scalar seismic potency defined as $A$ times slip $\Delta u$, $a \approx 1.5$ and $\Delta u \propto A^{1/2}$ for crack-like ruptures [e.g. Ben-Zion, 2008; Kanamori and Anderson, 1975]. The observations show that the foreshock area, on average, is order of magnitude smaller than the aftershock area, independent of the family size $N$.

We also observed (not shown) that the family duration $D$ is independent of the family mainshock magnitude and seems to slightly increase with the family size. This suggests a magnitude-independent mechanism of stress relaxation after a mainshock. The results are consistent with a process that is dominated by elastic (rather than viscous) stress transfer. The slight increase of duration with family size is related to the fact that larger families tend to be concentrated in relatively hot areas where viscous processes play a larger role. This issue will be illustrated in more detail in a subsequent paper.
5. Discussion

We present a statistical methodology for detecting earthquake clusters based on the generally observed bimodal distribution of nearest-neighbor distances in a combined space-time-size domain [Zaliapin et al., 2008; Zaliapin and Ben-Zion, 2011; Hicks, 2011; Bautista, 2011; Mignan, 2012; Gu et al., 2012], and apply the bimodality to identify systematically individual seismicity clusters in a relocated catalog of 111,981 events with magnitudes $m \geq 2$ in southern California [Hauksson et al., 2012]. The following features of the proposed technique are noteworthy. Soft parameterization: the algorithm uses only three numeric parameters that can be closely estimated from observations; variations of the parameters within wide limits, largely exceeding their statistical variability, do not seriously affect the cluster identification. Stability: The technique is stable with respect to location errors, minimal reported magnitude, and catalog incompleteness. Absence of an underlying model: The technique does not assume any particular form of earthquake clustering. The latter is the case, for instance, in the cluster approach of Zhuang et al. [2002] that is based on the assumption that natural seismicity is fully accounted for by the ETAS model (Auxiliary Section D). Absence of ad-hoc rules: The technique is self-adapted to observed seismicity; it does not use any expert-defined thresholds or tuning parameters. The latter is the case for the classical window method of Gardner and Knopoff [1974] and its ramifications.

The iterative approach of Marsan and Lengline [2008], which is based on a softly-parameterized technique with no apriori model of clustering, may be considered similar in spirit to but is quite different than the statistical nearest-neighbor method used in this study. A particular advantage of our approach is that the division of the examined seismicity into background events and clustered events is governed by the intrinsic and clearly seen bimodal distribution of earthquake distances (e.g., Figs. 4, D3). The bimodal distribution is observed in various regional and global catalogs [Zaliapin et al., 2008; Zaliapin and Ben-Zion, 2011; Hicks, 2011; Bautista, 2011; Mignan, 2012; Gu et al., 2012], as well as in the ETAS model [Auxiliary Section D, Zaliapin et al., 2008; Gu et al., 2012]. We have shown in Auxiliary Section B that the bimodal distribution of earthquake distances cannot be explained by independent spatial or temporal catalog inhomogeneities, but is rather a feature of local dependent space-time structures.

We define clustered events as groups of events with abnormally short space-time distances to their nearest neighbors (the lower-left mode of the bimodal distribution of Figs. 4a,b), and background seismicity as the collection of events that do not contribute to the clustered mode (the upper-right mode of the bimodal distribution of Figs. 4a,b). The existence of clustered events suggests a natural way of identifying individual clusters (Sect. 3) that are the main subject of this study. The background events, by construction, correspond to a (possibly) non-stationary inhomogeneous Poisson process with independent time and space marginals. This is consistent with the recent results of Luen and Stark [2012] that declustered catalogs in southern California cannot be approximated by a stationary inhomogeneous Poisson process.

The quality and stability of the proposed cluster detection algorithm are demonstrated using synthetic and observed catalogs in Auxiliary Sections D and E. In particular, we show that our method closely reconstructs the cluster structure of a spatially isotropic ETAS model (Auxiliary Section D), simulated as a branching process with well-defined (although not directly observed) parent-child attributions. There exists an alternative interpretation of the ETAS model as a marked point process with the conditional intensity of Eq. (D1); in this interpretation the model has no explicit cluster structure. Noticeably, our technique reveals the existence of a
statistically significant population of *clustered events* in synthetic ETAS catalogs (Fig. D3) and it does not rely on a particular interpretation of the ETAS model. We emphasize that this general observation (existence of clustered events) is independent of a particular way of forming individual clusters.

We analyze in detail the statistical properties of the detected individual clusters and compare our findings with related available results in the literature. Importantly, the event identification based here on purely statistical analysis is consistent with the traditional identification of different types of earthquakes for the largest most conspicuous clusters. In particular, we demonstrate the validity of the Omori-Utsu (Figs. 14, 16, 17) and Båth (Fig. 18b) laws for aftershocks [e.g., *Omori*, 1984; *Utsu et al.*, 1995] in the detected clusters, and confirm that the same laws hold for foreshocks [e.g., *Jones and Molnar*, 1979; *Helmstetter et al.*, 2003]. These laws are observed clearly for foreshocks only when data of many sequences are stacked [e.g., *Papazachos*, 1973; *Jones and Molnar*, 1979], given the small number of foreshocks in individual sequences. Our results, furthermore, point to an origin of the Båth law related to a specific distribution (Fig. 18b) of magnitude differences between the mainshock and the largest aftershock/foreshock; this distribution is almost uniform for differences between 0 and 2 and rapidly decays for larger values. To the best of our knowledge, the existing statistical explanations of the Bath law [e.g., *Helmstetter and Sornette*, 2003; *Saichev and Sornette*, 2005; *Vere-Jones*, 2008] do not refer to this particular form of the magnitude difference distribution.

The spatial extent of clusters is shown to increase with mainshock magnitude in agreement with empirical potency-magnitude scaling relation (Fig. 19a). On the other hand, the other properties of the clusters structure (except area) depend on the *magnitude difference* of an event and its mainshock but not on their absolute values (e.g., Fig. 9), and there is weak-to-no dependency of cluster durations on the mainshock magnitude. We observe a power law distribution of the number of events in the clusters, with dominance of the single-event clusters (Fig. 13), which may be a general feature of seismicity. In Sect. 4.2 we discuss the existence of significant population of singles – mainshocks with no foreshocks or aftershocks, which cannot be completely explained by catalog incompleteness or minimal reported magnitude, and hence presents an interesting feature of the data. Finally, the observations include statistical evidence for an accelerated failure process before mainshocks. This is associated with increasing rate of foreshocks (Fig. 16-17) and smaller magnitude differences between foreshocks and mainshocks than between aftershocks and mainshocks (Fig. 18). Clarifying the details of this process will be done in a dedicated future study.

The results of this study provide a foundation for a more focused analysis of the structure of the detected clusters that is performed in a companion paper [*Zaliapin and Ben-Zion*, 2013]. The analysis done in that paper demonstrates the existence of three dominant cluster types, corresponding generally to singles, burst-like and swarm-like sequences, and that the largest mainshocks are associated with sequences that are likely a mixture of these three basic types.
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### Table 1: Statistics of singles, mainshocks, aftershocks and foreshocks
in the nearest-neighbor analysis of events with $m \geq 2$

<table>
<thead>
<tr>
<th>Magnitude range</th>
<th>Singles</th>
<th>Families</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
</tr>
<tr>
<td>All events: $m \geq 2$</td>
<td>34,836</td>
<td>31</td>
</tr>
<tr>
<td>$2 \leq m &lt; 3$</td>
<td>32,376</td>
<td>32</td>
</tr>
<tr>
<td>$3 \leq m &lt; 4$</td>
<td>2,379</td>
<td>22</td>
</tr>
<tr>
<td>$4 \leq m &lt; 5$</td>
<td>80</td>
<td>8</td>
</tr>
<tr>
<td>$5 \leq m &lt; 6$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$m \geq 6$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 2: Statistics of singles, mainshocks, aftershocks and foreshocks
in the nearest-neighbor $\Delta$-analysis of events with $m \geq 2$

<table>
<thead>
<tr>
<th>Magnitude range</th>
<th>Singles</th>
<th>Families</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
</tr>
<tr>
<td>All events: $m \geq 2$</td>
<td>102</td>
<td>2</td>
</tr>
<tr>
<td>$2 \leq m &lt; 3$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$3 \leq m &lt; 4$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$4 \leq m &lt; 5$</td>
<td>96</td>
<td>15</td>
</tr>
<tr>
<td>$5 \leq m &lt; 6$</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>$m \geq 6$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 3: Estimated $b$-value for events of different type for $m \geq 3$,
according to Tinti and Mulargia [1987]

<table>
<thead>
<tr>
<th></th>
<th>$b$-value</th>
<th>95% CI</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.992</td>
<td>0.974 – 1.010</td>
<td>12,105</td>
</tr>
<tr>
<td>Mainshocks</td>
<td>1.003</td>
<td>0.974 – 1.032</td>
<td>4,625</td>
</tr>
<tr>
<td>Aftershocks</td>
<td>1.004</td>
<td>0.980 – 1.028</td>
<td>6,759</td>
</tr>
<tr>
<td>Foreshocks</td>
<td>1.129</td>
<td>1.047 – 1.211</td>
<td>721</td>
</tr>
</tbody>
</table>
Table 4: ANOVA and Kruskal-Wallis tests of the hypothesis

\( H_0: \) The size of a \( \Delta \)-cluster is independent of the cluster magnitude

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Magnitude bin size</th>
<th>No. of bins</th>
<th>ANOVA</th>
<th>Kruskal-Wallis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P-value</td>
<td></td>
<td>Reject ( H_0 ) at 5% level?</td>
<td>P-value</td>
</tr>
<tr>
<td>Bins by magnitude, All clusters</td>
<td>1</td>
<td>4</td>
<td>0.03</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>8</td>
<td>0.35</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>13</td>
<td>0.47</td>
<td>No</td>
</tr>
<tr>
<td>Bins by magnitude, No singles</td>
<td>1</td>
<td>4</td>
<td>0.62</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>8</td>
<td>0.96</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>13</td>
<td>0.97</td>
<td>No</td>
</tr>
<tr>
<td>Equisized bins, No singles</td>
<td>-</td>
<td>2</td>
<td>0.87</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>5</td>
<td>0.72</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>15</td>
<td>0.52</td>
<td>No</td>
</tr>
</tbody>
</table>
Figure 1: Map of earthquake epicenters, $m \geq 2$, from the relocated catalog of Hauksson et al. [2012]. Circle size is proportional to magnitude. Major faults are shown by gray lines.
Figure 2: Epicenters of the earthquakes with $m \geq 3$ as a function of time and latitude.
Figure 3: Cluster analysis for a time-stationary space-homogeneous Poisson process with exponential magnitudes; the number of events is 12105, the same as the number of $m \geq 3$ events in the Hauksson et al. [2012] catalog. (a) Joint distribution of the rescaled time and distance components ($T,R$) of the nearest-neighbor distance $\eta$. The distribution has single mode located along the line $\log R + \log T = \text{const}$. (b) Histogram of the nearest-neighbor distances $\eta_{ij}$; the distribution is clearly unimodal. (c) Empirical cdf (circles) of the nearest-neighbor distance $\eta_{ij}$ and the Weibull cdf (black line), which provides a very close approximation to the data.
Figure 4: Distribution of the nearest-neighbor distance $\eta$ in southern California using the relocated catalog of Hauksson et al. [2012]. (a,b) The joint distribution of the rescaled time and space components $(T,R)$. (c,d) Histogram of the nearest-neighbor distance $\eta$; the values are normalized to sum up to unity. Different panels refer to different values of the magnitude cutoff $m_c$ and, accordingly, to different number $n$ of examined events: (a,c) $m_c = 2$, $n = 111,981$; (b,d) $m_c = 3$, $n = 12,105$. The bimodal distribution is clearly seen in each panel. Notably, the location of the upper mode, as well as the vertical location of the lower mode, is independent of the magnitude cutoff. The line $\log R + \log T = -5$ that separates the two modes is shown in white in panels (a,b), cf. Fig. 3.
Figure 5: Nearest-neighbor analysis of earthquakes with $m \geq 4$ from the relocated catalog of Hauksson et al. [2012]. The nearest-neighbor links are shown by grey lines. (a) Spanning tree of nearest-neighbors. (b) Nearest-neighbor forest obtained by removing the weak links from the spanning tree. Open circles represent single events, filled circles represent clusters. (c) Sample area around the El Mayor – Cucapah M7.2 earthquake of 10 April, 2010 (white star).
Figure 6: Event classification: an illustration. The figure illustrates the definition of single (empty circle) and family, which consists of the mainshock (dark circle), aftershocks (dark squares) and foreshocks (empty squares). The same symbols and color code is used below in Figs. 7 and 8.

Figure 7: Spatial distribution of mainshocks and singles with magnitudes $m \geq 4$ in the nearest-neighbor $\Delta$-analysis of events with $m \geq 2$. Filled circles correspond to family mainshocks, open circles to singles; circle size corresponds to event magnitude, as indicated in the legend. There are no singles with magnitude above 6.
Figure 8: Event classification in the nearest-neighbor analysis of earthquakes with $m \geq 2$. Different panels show events of different magnitudes (while the analysis is always done for $m \geq 2$), as indicated in panel titles. Different symbols correspond to different event types, as described in the legend.
Figure 9: The joint distribution of rescaled time and space components \((T, R)\) of the nearest-neighbor distance \(\eta\) for the nearest-neighbor analysis of only mainshocks and singles. Different panels refer to different values of the magnitude cutoff \(m_c\) and, accordingly, to different number \(n\) of examined events: (a) \(m_c = 3, n = 4,569\); (b) \(m_c = 4, n = 441\); (c) \(m_c = 5, n = 59\), individual values of \((T, R)\) are shown by circles in this panel. The distribution is unimodal and located above the line \(\log R + \log T = -5\) that separates the two modes in the analysis of the entire catalog (see Fig. 4).

Figure 10: Magnitude distribution for different event types. (a) Proportion \(1 - F(m)\) of events with magnitude equal to or above \(m\). (b) Normalized proportion \([1 - F(m)] \times 10^m\) of events with magnitude equal or above \(m\). Different event types are shown by different line styles, as indicated in the legend.
Figure 11: Number $N_{\text{off}}$ of direct offspring. (a) Individual offspring numbers (light circles) for all events in the catalog and the averaged offspring numbers (dark circles) within non-overlapping magnitude intervals of length 0.1. The line has slope 0.93 that corresponds to the scaling of the average offspring numbers within the interval $4 \leq m \leq 6$. (b) Average (dark) and variance (light) for the offspring number for the observed catalog (circles) and ETAS model (squares). Each point represents all events within magnitude interval of length 0.1.

Figure 12: Distribution of the offspring number $N_{\text{off}}$ in the observed catalog (panel a) and ETAS model (panel b). The empirical cumulative distribution function (filled circles) is juxtaposed with the best maximum likelihood Poisson (dashed line) and negative binomial (solid line) models.
Figure 13: Distribution of the cluster size $N$ in the nearest-neighbor forest (Fig. 5b). The figure shows the tail distribution function $1-F(N)$ vs. $N$; this plot should be linear for a Pareto distribution. Evidently, Pareto distribution provides a reasonable approximation to the data, independently of the magnitude cutoff for the analysis. Each panel shows a line with slope $-1$. Different panels correspond to different lower magnitude cutoffs used in the nearest-neighbor analysis: (a) $m \geq 2$, (b) $m \geq 3$.

Figure 14: Number of aftershocks and foreshocks in a cluster as a function of the cluster mainshock magnitude $m$. (a) The average total number of aftershocks and foreshocks, $N-1$, per cluster. The small grey dots represent individual clusters; the filled circles show the average number of offspring within the nearest 0.5 magnitude range. The best least-square fit to the averages values within the range $m \geq 4$ has the slope of 0.95. (b) The average number of aftershocks (circles) and foreshocks (diamonds) per cluster. Singles have zero aftershocks and foreshocks; this makes it possible for the average to be less than unity.
Figure 15: Cluster size $N$ for clusters with different mainshock magnitude in $\Delta$-analysis. Small grey dots represent individual clusters; filled circles show average cluster size for different magnitude groups; error bars indicate the 95% confidence interval for the mean. The number of clusters in each group is indicated in the figure.

Figure 16: Intensity of events in a cluster, in events per day per cluster; mainshock is placed at $t = 0$. The figure shows results for all clusters, including singles, with mainshock magnitude $m \geq 4$. 


Figure 17: Intensity of aftershocks (panel a) and foreshocks (panel b) in events per day per family. The figure shows results for families with mainshock magnitude $m \geq 4$, for $\Delta$-aftershocks and foreshocks, with $\Delta = 2$, and within 50 days from the mainshock. Panel (a) also shows (light squares) the intensity of the first-generation offspring for parents with magnitude $m \geq 4$, within $\Delta = 2$ magnitude units from the parent.

Figure 18: Magnitude of family events relative to the family mainshock magnitude. (a) Difference $d_m$ between magnitude of the family mainshock and each foreshock (dashed line) and aftershock (solid line). (b) Difference $\Delta_m$ between magnitudes of the family mainshock and the largest foreshocks (dashed line) and aftershocks (solid line). Only families with mainshock magnitude $m \geq 4$ are analyzed in both panels. The inset in panel b shows the aftershock analysis for families with mainshock magnitude $m \geq 5$. 
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Figure 19: Area $A$ occupied by foreshocks (diamonds) and aftershocks (circles) vs. family mainshock magnitude $m$ (panel a) and family size $N$ (panel b). The figure shows 147 aftershock series and 38 foreshock series in $\Delta$-analysis with at least 5 events.
Section A. The earthquake distance: Motivation

The definition (1) of the earthquake distance [Baiesi and Paczuski, 2004] is motivated by the intuitive expectation that the value of $\eta_{ij}$ should be small if earthquake $j$ might be related to earthquake $i$, and it should be larger if there is no relationship between earthquakes $i$ and $j$. To illustrate, consider a situation when $N(m)$ earthquakes with magnitude above $m$ happen independently of each other in $d_f$-dimensional space and time and obey the Gutenberg-Richter relation $\log_{10}N(m) = a - bm$. Then the expected number of earthquakes with magnitude $m$ within the time interval $t$ and distance $r$ from any given earthquake is proportional to $tr^{d_f}/10^{-bm}$, which is an essential component of the definition (1). In other words, the distance (1) is the number (up to a constant) of earthquakes of magnitude $m$ that are expected within the time $t$ and distance $r$ from the earthquake $j$ in a process with no clustering. If the distance $\eta_{ij}$ is significantly smaller than most pair-wise distance within the catalog, this means that earthquake $j$ has happened abnormally close to $i$; this motivates one to consider $i$ as a parent for $j$. Naturally, this approach only reveals statistical, not causal, relationships between earthquakes. Figure A1 illustrates the connection between the normalized time $T$ (see Eq. (2) of the main text) and the calendar time in years.

Section B. The origin of the bimodal distribution of nearest-neighbor distances

The goal of this section is to shed some light on the origin of the bimodal distribution of the nearest-neighbor distance shown in Fig. 4 of the main text. Comparison of the results for the observed seismicity (Fig. 4) with that for a homogeneous Poisson process (Fig. 3) suggests that the bimodality is related to earthquake clustering. There are several primary types of clustering in the catalogs: time-independent space clustering mainly related to the fault network geometry, space-independent time clustering related to (possible) global changes of seismic activity, and dependent space-time clustering mainly related to the foreshock-aftershock sequences or swarms. We demonstrate below that the cluster mode of the distribution in Fig. 4 cannot be explained by temporal or spatial clustering of earthquakes alone. The existence of this mode is ultimately caused by the clusters with dependent spatio-temporal structure that are due to the groups of earthquakes that happen within localized spatio-temporal regions; mainly to the foreshock-aftershock sequences or swarms.

Towards this goal, we consider three models of seismicity that retain the marginal spatial and/or temporal distributions of the real earthquakes while exhibiting no dependent spatio-temporal clustering. We start with the catalog of observed earthquakes with $m \geq 3$, which contains 12,105 earthquakes. The first randomized catalog is obtained by independent uniform random reshuffling of times and locations of the observed events. Reshuffling means that the event times $s_i, i = 1,\ldots, n$, in the new catalog are obtained from the original times $t_i, i = 1,\ldots, n$, as $s_i = t_{\sigma(i)}$, where $\sigma(i)$ denotes a uniform random permutation of the sequence $[1,\ldots,n]$. An independent reshuffling procedure is then applied to the epicenter locations $(\phi_i, \lambda_i)$. The time-latitude map of seismicity from this catalog is shown in Fig. B1a; the joint distribution $(T,R)$ of
the rescaled time and space components of the nearest-neighbor distance is shown in Fig. B2a. By construction, this randomized catalog has the same marginal time and space distributions as the observed seismicity. For instance, in Fig. B1a one can see significant variations of seismic activity along the latitude, which is related to the fault network geometry, as well as the most prominent time variations related to the aftershocks activity in the original catalog. At the same time, we have destroyed all possible clusters with dependent spatio-temporal structure. For example, when randomized seismic activity increases in 1992, it affects the entire region, and not only the vicinity of the Landers earthquake as in the original catalog (cf. Fig. 2). Figure B2a shows that this randomization suffices to destroy the bimodal structure of the joint distribution \((T,R)\): the randomized catalog is characterized by a unimodal distribution of \((T,R)\) located along a diagonal line.

The second randomized catalog (Figs. B1b and B2b) is obtained by reshuffling the events locations and using independent uniform random times within the duration of the original catalog. This catalog retains the marginal spatial distribution (and fault-related clustering) of events, while removing all the temporal inhomogeneities. The joint distribution \((T,R)\) is again unimodal; in addition it is more compact and is better separated from the origin, comparing to that of the randomized catalog from Fig. B2a. These differences are related to removing the temporal clustering of events.

The third randomized catalog (Figs. B1c and B2c) is obtained by retaining the original times of events and using random locations that are uniformly distributed between 30 – 37.5N and 113 – 122W. This catalog retains the temporal clustering of the original catalog while removing all the spatial inhomogeneities. The joint distribution \((T,R)\) is bimodal in this case, with a weak second mode caused by the temporal clusters. The events that comprise this mode tend to happen close in time to their parents \((T \approx 10^6)\) and far away from the parents in space \((R \approx 10^{0.5})\). This spatial separation is two orders of magnitude higher than that observed in the original catalog (Fig. 5b). A noteworthy observation is that the time clustering of the observed seismicity is “stronger” than the spatial clustering, as illustrated by the comparison of the joint distributions \((T,R)\) in Figs. B2b and B2c.

Section C. Proof of the tree structure of the spanning earthquake network

Recall that the NND \(\eta\) is asymmetric: The parent \(i\) of event \(j\) must happen earlier: \(t_i < t_j\). Hence, if we start at any earthquake \(j\) in the catalog and repeatedly move from each event to its parent, we never can reach \(j\) again. This implies that each possible nearest-neighbor cluster is a tree (a graph without cycles). Next, we show that we only have a single spanning tree. Each nearest-neighbor cluster (tree) must have a root – an earthquake without the parent. But we have only one such earthquake – the first event in the catalog; all other events have well-defined parents. This completes the proof.

Section D. Quality and stability of cluster identification in ETAS model

D.1 Model specification and parameters

The ETAS belongs to the class of Marked Point Processes (MPP). Traditionally, the main object of MPP analysis is the conditional intensity \(m(t,\mathbf{f},m|H_t)\) of a process \(Z_t=\{t_i,\mathbf{f}_i,m_i\}\) given its history \(H_t=\{t_i,\mathbf{f}_i,m_i\} : t_i < t\) up to time \(t\). Here \(t_i\) represents earthquake occurrence times, \(\mathbf{f}_i\) their coordinates (e.g., epicenter, hypocenter, or centroid) and \(m_i\) the magnitudes. It can be shown [Daley and Vere-Jones, 2002] that conditional intensity completely specifies the process \(Z_t\). The statistical analysis and inference for \(Z_t\) are done using the conditional likelihood
\[
\log L = \sum_{t_i, s_t} \log \mu(t, f, m | H) - \int_t^T \int_{M} \mu(t, f, m | H) dt dm df,
\]

where \(M\) and \(F\) denote the magnitude range and spatial domain of events, respectively. The ETAS model is specified by 8 scalar parameters \(\theta = \{\mu, b, K, c, p, \alpha, d, q\}\).

It has been shown [Sornette and Werner, 2005; Veen and Schoenberg, 2008; Wang et al., 2010] that estimation of the ETAS model is affected by the catalog’s lowest magnitude cutoff, which may lead to a serious bias in the numerical values of the estimated parameters. It is also known that the ETAS model is affected by the catalog’s lowest magnitude cutoff, which may lead to a serious bias in the numerical values of the estimated parameters. It is also known that the ETAS parameters depend on the tectonic environment [Chu et al., 2011] and local physical properties of the lithosphere [Enescu et al., 2009]. These are some of the reasons why there are no commonly accepted “standard” values of the ETAS parameters for a given region. In this study, we generate synthetic ETAS catalogs using a range of parameters consistent with those reported in the literature [e.g., Wang et al., 2010; Chu et al., 2011; Marzocchi and Zhuang, 2011].

### D.2 Clustering in ETAS model

An ETAS catalog can be naturally divided into individual clusters according to the model’s explicit parent-offspring relationships. Namely, a cluster is defined as a group of events that have the common ancestor (grand-parent of arbitrary order), which itself is a background event (has no parent). This unique cluster’s ancestor is also included in the cluster; by construction it is always the first event in a cluster. According to this definition, some clusters consist of a single background event, while the others include several generation of offspring. Within each cluster, we assign the following event types, same as in analysis of observed catalogs. Mainshock is the first largest event in a cluster, foreshocks are all events before the mainshock, and aftershocks are all events after the mainshock.

We next explore how the cluster technique of Sect. 3 can recover (i) the partition of an ETAS catalog into individual clusters, (ii) the event type (main/foreshock/aftershock) assignment and (iii) the parent-offspring assignment. The analysis is done using the observed catalog of events that reports only their occurrence time, magnitude and location. It should be noted that while we do study the parent-offspring assignment, it plays secondary role in the context of our study, comparing to the partition into individual clusters and event type. In the subsequent analysis, the event types, as well as parent and cluster assignments that correspond to the actual ETAS model structure will be called true; while those estimated using our cluster technique will be called estimated.
D.3 Cluster identification: quality

The analysis in this study was done using multiple ETAS catalogs with a range of realistic parameter values. We found that the results in different catalogs are qualitatively very similar to each other, with quantitative differences being directly related to the model parameters (e.g., different \( b \)-value, \( p \)-value, etc.) In this and the next section we illustrate the results using a particular ETAS catalog that corresponds to parameters \( \mu = 0.003 \text{ (km}^2\text{ year})^{-1}, b = \alpha = 1, K = 0.007 \text{ (km}^2\text{ year})^{-1}, c = 0.00001 \text{ year}, p = 1.1, q = 1.7, d = 30 \text{ km}^2 \); the simulations are done within a region of 500×500 km during 10 years. The synthetic catalog is illustrated in Figs. D1a, D2a that show, respectively, the magnitude and \( X \) coordinate of events as a function of time. The catalog consists of 29,761 events, of which 7,545 (25%) are background events. Figure D3 shows the joint 2-dimensional distribution of the temporal (\( T \)) and spatial (\( R \)) components of the nearest-neighbor distance \( \eta \) (panel a) as well as the distribution of the scalar values of \( \eta \) (panel b). The figure clearly demonstrates prominent bimodality of the nearest-neighbor distance, similar to the one reported for the observed seismicity (cf. Fig. 4). A bimodal distribution of the nearest-neighbor distance \( \eta \) in ETAS model has been also reported by Zaliapin et al. (2008) and Gu et al. (2012).

The time-magnitude and time-coordinate sequence of mainshocks identified by the analyzed cluster technique are illustrated in Figs. D1b and D2b, respectively. Visually, our cluster procedure makes a decent job in identifying and removing the clusters from the original ETAS catalog. Tables D1, D2 and Fig. D4 assess the cluster detection in a quantitative way. Table D1 cross-classifies the events in the catalog according to their true vs. estimated type: 88% of events have been correctly classified into fore/main/aftershocks; the majority of the misclassified events (7%) are aftershocks recognized as mainshocks. The latter misclassification is due to the long-range triggering, when offspring occur at large time and/or distance from their parents. This long-range triggering is caused by the power-law tails of the temporal and spatial offspring kernels use in ETAS model. In the presence of a non-zero background the long-range offspring are mixed with the background events and cannot be correctly identified by a purely statistical procedure; the number of misclassifications increases with the background intensity. Table D2 illustrates similar cross-classification for 279 events with magnitude above 5. Clearly, the quality of detection increases with magnitude of analyzed events. Figure D4 shows the proportion of various misclassifications among events with magnitude above \( m \): Black dots show proportion of events with misspecified parent, open circles – proportion of events assigned to a wrong cluster, squares – proportion of misclassified types (the same as Tables D1, D2), diamonds – proportion of misclassified mainshocks. Notably, the proportion of events with misspecified parents is about 40% for events of magnitude below 6, which is much higher than the proportion of other misclassification types. In particular, the cluster is correctly recognized for over 88% of events; the proportion of respective errors decreases to zero as magnitude \( m \) increases to 5.8. This shows that although it can be difficult to detect the true ETAS parents, one can still closely reconstruct the cluster structure of a catalog. This is an important observation, since the clusters present the primary object of the analysis in this study.

D.4 Cluster identification: stability

This section assesses and illustrates the stability of cluster identification with respect to the parameters of the algorithm, minimal reported magnitude, catalog incompleteness, and errors in event location.

First, we consider the three numerical parameters that are used in the cluster detection procedure: fractal dimension of epicenters \( d_b \), \( b \)-value, and cluster detection threshold \( \eta_b \). The value of the threshold \( \eta_b \) is estimated in each experiment from the Gaussian mixture model [Hicks, 2011], except the experiments when we explicitly vary \( \eta_b \). We intentionally choose wide ranges for the parameter values:

\[
1 \leq d_b \leq 3, 0 \leq b \leq 2, \text{ and } -6 \leq \eta_b \leq -2.
\]

The chosen ranges are much wider than the respective statistical margins of error that correspond to estimating these parameters in ETAS model or in observations. This is done in order to test the general limits of applicability of the proposed cluster technique. Recall that the main version of the analysis uses
the true ETAS values \(d_f = 2\) and \(b = 1\) and the corresponding threshold \(\eta_0 = -4.476\) from the Gaussian mixture model; we refer to these parameters as standard.

Figure D5 summarizes the results of 1D stability analysis where we vary a single parameter and keep the rest at their standard values. A rather surprising observation is that the total proportion of misspecified event types, shown in panels (a-c), never exceeds 33%, even for obviously outrageous parameter values. For the parameters close to their standard values (shown by stars), the proportion of misspecified events is within 10% – 15%, which is very close to the error of 12% observed in the main version of the analysis. Panel (d) shows individually the proportion of misspecified mainshocks (squares) and aftershocks (triangles) as a function of the threshold \(\eta_b\). This panel emphasizes the broadness of the parameter range considered – the proportion of misspecified mainshocks changes from 0 to 100% within the considered range. The panel also illustrates that most of the aftershocks are very well separated from the mainshocks: even when the threshold is so low that all mainshocks are properly specified, the proportion of misspecified aftershocks is only 40%. The same conclusion can be derived, of course, from visual analysis of the bimodal distribution in Fig. D3.

Figure D6 illustrates a 2D stability analysis; it shows the proportions of misspecified mainshocks (panel a) and aftershocks (panel b) as a function of the pair \((b, d_f)\) on a 20x20 grid; the threshold \(\eta_b\) is estimated in each experiment from a Gaussian mixture model. Similar to the 1D stability experiments, the proportion of errors is a smooth function of the algorithm parameters, so that the error remains close to the one observed for the main version of algorithm. The proportion of misspecified mainshocks in all experiments is within 5%-10%. A significant increase of misspecified aftershocks, to 30%, is only observed for clearly “wrong” values of parameters, e.g. \(b \approx 0\), \(d_f \approx 1\).

We now analyze stability of cluster detection with respect to the minimal reported magnitude. Specifically, we perform the cluster analysis for a truncated catalog, only using magnitudes \(m \geq m_0\) (starting with computing nearest-neighbor distances, etc.), and then compare the event types estimated in the truncated catalog with the true event types. The results are shown in Fig. D7. The proportion of misspecified events decreases with completeness magnitude \(m_0\) from the original 11.57% to 0 at \(m_0 = 5.7\); in other words, the cluster detection quality increases with magnitude of event. The same conclusion can be drawn from the analysis of Fig. D4 above. We notice that the analysis of Fig. D4 differs from the one performed here in that in Fig. D4 we always use the event types estimated in a complete catalog, and only report proportions of errors for different magnitude thresholds. Here, in contrast, we perform the complete cluster and event type estimation in each truncated catalog.

Next, we analyze stability of cluster detection with respect to the catalog incompleteness. For that, we perform thinning of the original ETAS catalog so that each event with magnitude \(3 \leq m \leq 5\) has probability \(P(m) = (5-m)/2\) to be removed. More specifically, all events with magnitude \(m \leq 3\) are definitely removed; all events with magnitude \(m \geq 5\) are definitely retained; all other events has removal probability \(P(m)\) that decreases linearly with magnitude. Figure D8a compares the magnitude distribution in the original and a thinned catalog. The thinning in this experiment is quite severe: it retains only about 20% of events in the catalog. We generate 100 thinned catalogs according to this procedure and compute the proportion of misspecified events in each of them. An event is called misspecified if (i) it has been retained in the catalog after thinning, and (ii) its type in the analysis of the thinned catalog is different from the type of this event in the analysis of the actual catalog. The proportion of misspecified events is 0.1249 ± 0.009 (95%CI); its distribution is shown in Fig. D8b. Comparing this with the original misspecification proportion of 0.1157 (see Sect. D3, Table D1), we conclude that the catalog incompleteness has a very weak effect on the cluster detection quality.

Finally, we analyze the effects of location errors. For that, we randomly shift the epicenters of events in the ETAS catalog by adding independent 2D Gaussian errors with independent components of zero mean and standard deviation \(\sigma\). We then perform cluster analysis on a randomized catalog and compare the estimated results with the true ones, focusing on the proportion of the events with misclassified types. We considered 100 randomized catalogs for each value of \(\sigma\). Recall that the cluster identification in the true catalog corresponds to the proportion 0.1157 of misclassified events (see Sect.
D3, Table D1). The proportion of misclassified events in randomized catalogs for \( \sigma = 0.1 \text{km}, 0.3 \text{km}, \) and \( 1.0 \text{km} \) is, respectively, \( 0.1167 \pm 0.001, 0.1170 \pm 0.002, \) and \( 0.1187 \pm 0.002 \) (95% CI). This shows that random location errors produce practically negligible effect on cluster detection and event classification.

### D.5 Basic cluster statistics

This section focuses on basic statistics of the detected clusters. The ETAS catalog we use here is longer than the one in the previous sections, to be a better match to the observed catalog in southern California. Specifically, we use an ETAS model with the same parameters as above: \( \mu = 0.003 \) \((\text{km}^2 \text{year})^{-1}\), \( b = \alpha = 1, K = 0.007 \) \((\text{km}^2 \text{year})^{-1}\), \( c = 0.00001 \) year, \( p = 1.17, q = 1.7, d = 30 \text{ km}^2; \) the simulations are done within a region of \( 500 \times 500 \text{ km} \) during 15 years. The catalog consists of 146,432 earthquakes. The bimodal distribution of the nearest-neighbor distance and cluster identification quality (not shown) are similar to those reported in the previous sections for a shorter ETAS catalog.

Figure D9 illustrates the frequency-magnitude distribution for mainshocks/singles and aftershocks (true and estimated). The true mainshock and aftershock distributions are distinctly different, each being closely approximated by an exponential (GR) law with different \( b \)-values. We also observe upward (downward) deviations from the exponential laws at largest magnitudes. The estimated distributions are very close to the true ones (see legend). Panel (a) shows the cumulative distribution function (cdf), panel (b) shows the normalized cdf in order to emphasize the deviations from a pure exponential law. Table D3 reports the maximum likelihood estimations of the \( b \)-values for different event types together with the respective uncertainties. A noteworthy observation is that the estimated \( b \)-value for aftershocks is larger than that for mainshocks and foreshocks; the same difference is seen in other ETAS catalogs as well (not shown). This difference is due to the conditional assignment of event types, which deflates the \( b \)-value for mainshocks (largest events in respective clusters), and, accordingly, inflates it for aftershocks. The \( b \)-value for foreshocks is smaller than that for aftershocks since larger events have higher chance to become parents for mainshocks, according to the employed earthquake distance of Eq. (1).

Figure D10 illustrates cluster productivity: the number of foreshocks and aftershocks per mainshock. Panel (a) shows the cluster size \( N \) as a function of cluster mainshock magnitude \( m \); the data is closely approximated by the exponential line \( N \approx 10^\beta m \). The exponent index \( \beta \) estimated within the intermediate magnitude ranges \( 3.0 \leq m \leq 6.0 \) is \( 1.09 \pm 0.02 \), where the error margins correspond to a 95% confidence interval (95% CI). We also show for comparison the number of first-generation offspring per parent (squares), which by ETAS construction has exponent index 1. Panel (b) shows the cumulative distribution of the cluster size \( N \) (circles) and the number of first-generation offspring (squares). Both distributions have a power-law tail. The distribution of the offspring is closely approximated by a Pareto law \( F(x) = cx^{-a}, c>0, a \approx 1 \). The cluster size distribution deviate from this scaling due to finite size effects: The largest events in the catalog tend to attract a larger number of offspring, while the smallest events cannot attract enough offspring because of the catalog’s magnitude cutoff. The value of the scaling exponent \( a \approx 1 \) is related to the chosen values of the ETAS parameters \( b = \alpha = 1 \). It is readily seen (e.g., Saichev et al., 2005) that the combination of exponential frequency-magnitude relationship with \( b = 1 \) and exponential offspring productivity with \( \alpha = 1 \) leads to the power law cluster size distribution with index \( a = b/\alpha = 1 \). It must be noted though that this argument concerns only the first-generation offspring, while we work with offspring of all generations. We notice, however, that in the examined catalog clusters with only first generation offspring comprise 77% of all non-single clusters, and clusters with the average leaf depth smaller than 2 (hence, with a significant fraction of the first generation offspring) comprise 86% of all non-single clusters. Similar proportions hold for the other examined ETAS catalogs. Hence, the first order
approximation to the cluster size distribution can be done under the assumption of single generation offspring.

The intensity of foreshocks and aftershocks within 50 days of the mainshock is shown in Fig. D11. Black dots refer to aftershocks (panel a) and foreshocks (panel b) of mainshocks with magnitude \( m \geq 4 \). The slope of aftershock decay estimated for \( t \geq 0.5 \) day, is \(-0.93 \pm 0.09\) (95%CI); the slope of foreshock decay is harder to estimate due to large fluctuations of the respective intensities. The deviation of the aftershock slope from \( p = 1.1 \) used in ETAS simulations is explained by existence of secondary, ternary, etc. aftershocks. Panel (a) shows for comparison (light squares) the intensity of the first-order offspring in ETAS model. The slope estimated within \( t \geq 0.5 \) day is \(-1.1 \pm 0.01\) (95%CI).

Figure D12 shows the distribution of magnitude differences between mainshock and aftershock/foreshocks in families with mainshock magnitude \( m \geq 4\): panel (a) refers to all aftershocks and foreshocks; panel (b) refers to the largest aftershock/foreshock in a family. The first observation (panel a) is that the majority of aftershocks and foreshocks have rather large magnitude difference from the mainshock: \( d_m \geq 4 \) for 80% of aftershocks and \( d_m \geq 3 \) for 80% of foreshocks. It is also noteworthy that the difference \( \Delta m \) between the mainshock and the largest aftershock (panel b) is almost uniform within the range \( 0 \leq \Delta m \leq 2 \), while the foreshock difference shows larger fluctuations.

Finally, we analyze the distribution of the number \( N_{off} \) of direct offspring. According to the ETAS definition, the actual number \( N_{off} \) of offspring of an event of magnitude \( m \) has Poisson distribution with intensity \( \lambda \approx 10^m \). The coefficient of proportionality is determined by the space-time kernel of Eq. (D2). The distribution of the estimated number of offspring though significantly deviates from a pure Poisson. This is explained by the existence of the actual offspring of event \( i \) that were attached to other events during the estimation, as well as the offspring of other events that were attached to \( i \). These effects create additional variability in the estimated number \( N_{off} \), which can be closely approximated by a negative binomial distribution, as illustrated in Fig. 12b of the main text.

Section E. Stability of cluster identification in southern California

This section assesses the stability of cluster identification in the observed catalog. Here, unlike the analysis of ETAS model, we do not know the “true” cluster structure, so the quality of cluster identification cannot be directly assessed. At the same time, we can assess its stability. For that, we vary parameters of the algorithm and compare results with the ones obtained in the main version of the analysis, which is done here with \( d_f = 1.6, b = 1 \), minimal magnitude \( m_0 = 3 \), and threshold \( \eta_0 \) estimated from the Gaussian mixture model. The use of adaptive estimation of the threshold is important in these experiments, since its values depend (although weakly) on the other three parameters of the algorithm. Figure E1 shows the proportion of events with estimated type different from that obtained in the main version of analysis, as a function of each of the parameters. Similarly to the ETAS stability analysis, we intentionally use very wide ranges for parameter variation, in order to explore the general limits of algorithm stability:

\[ 1 \leq d_f \leq 2, 0 \leq b \leq 2, 3 \leq m_0 \leq 6, \text{ and } -6 \leq \eta_0 \leq -4. \]

The proportion of misspecified types is below 7% for all experiments within the following parameter ranges:

\[ 1.1 \leq d_f \leq 2, 0.5 \leq b \leq 1.3, 3 \leq m_0 \leq 6 \text{ and } -5.5 \leq \eta_0 \leq -4.55. \]

The errors larger than 7% are only observed for the parameter values that are clearly inconsistent with the available observations, like \( b > 1.5 \). Notably, the proportion of errors never exceeds 18% in our experiments.
Next, we analyze the stability of cluster detection with respect to the event location error. Specifically, we generate 100 catalogs by randomly altering the locations of events. The location error is modeled by a 2D Normal random variable with zero mean, independent components, and standard deviation for both component given by the standard error of event location reported by Hauksson et al. (2012). The proportion of misspecified event types (compared to the analysis of true event locations) is 0.044±0.005 (95% CI); the maximal observed proportion is 0.051. This shows that the proposed algorithm is stable with respect to the location uncertainties.

The stability results of this section are consistent with that obtained above in ETAS model. This supports a conjecture that the quality of cluster detection, if one assumes that there exists a true cluster structure in observed catalogs, is also good, similar to that in ETAS analysis.
Table D1: Cross-classification of event types (true vs. estimated) in ETAS catalog:
All 29,671 events are considered

<table>
<thead>
<tr>
<th>Estimated</th>
<th>True</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreshock</td>
<td>Mainshock</td>
<td>Aftershock</td>
</tr>
<tr>
<td>Foreshock</td>
<td>2760 (9%)</td>
<td>77 (0.2%)</td>
<td>157 (0.5%)</td>
</tr>
<tr>
<td>Mainshock</td>
<td>331 (1%)</td>
<td>7007 (24%)</td>
<td>2198 (7%)</td>
</tr>
<tr>
<td>Aftershock</td>
<td>242 (0.8%)</td>
<td>461 (2%)</td>
<td>16438 (55%)</td>
</tr>
</tbody>
</table>

Table D2: Cross-classification of event types (true vs. estimated) in ETAS catalog:
279 events with magnitude $m \geq 5$ are considered

<table>
<thead>
<tr>
<th>Estimated</th>
<th>True</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreshock</td>
<td>Mainshock</td>
<td>Aftershock</td>
</tr>
<tr>
<td>Foreshock</td>
<td>31 (11%)</td>
<td>1 (0.4%)</td>
<td>1 (0.4%)</td>
</tr>
<tr>
<td>Mainshock</td>
<td>6 (2%)</td>
<td>90 (32%)</td>
<td>11 (4%)</td>
</tr>
<tr>
<td>Aftershock</td>
<td>-</td>
<td>4 (1%)</td>
<td>135 (48%)</td>
</tr>
</tbody>
</table>

Table D3: Estimated $b$-values for different event types in ETAS catalog
(maximum likelihood estimation and confidence interval)

<table>
<thead>
<tr>
<th></th>
<th>True</th>
<th></th>
<th>Estimated</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b$-value</td>
<td>95% CI</td>
<td>$b$-value</td>
<td>95% CI</td>
</tr>
<tr>
<td>Mainshocks</td>
<td>0.932</td>
<td>0.91 – 0.95</td>
<td>0.957</td>
<td>0.94 – 0.97</td>
</tr>
<tr>
<td>Aftershocks</td>
<td>1.006</td>
<td>1.00 – 1.01</td>
<td>1.006</td>
<td>1.00 – 1.01</td>
</tr>
<tr>
<td>Foreshocks</td>
<td>0.960</td>
<td>0.92 – 1.00</td>
<td>0.935</td>
<td>0.89 – 0.98</td>
</tr>
</tbody>
</table>
Figure A1: Correspondence between the normalized time $T$ of Eq. (2) (x-axis) used in the 2-D cluster analysis and time in years (y-axis) for earthquakes of different parent magnitudes, $m = 1, 3, \text{ and } 5$. Horizontal lines indicate times of 1 day, 7 days, 1 month, and 1 year.
Figure B1: Time-latitude map of earthquakes from randomized catalogs. (a) Times and locations of the observed events are randomly reshuffled. (b) Locations are randomly reshuffled; times are uniform random variables. (c) Locations are uniform random variables, original times.
Figure B2: The joint distribution of rescaled time and space components \((T,R)\) of the nearest-neighbor distance \(\eta\) in randomized catalogs. (a) Times and locations are randomly reshuffled. This catalog retains the marginal spatial and temporal distributions of the observed seismicity, while removing their local interactions. (b) Locations are randomly reshuffled; times are uniform random variables. This catalog retains the spatial clustering, while removing all the time inhomogeneities. (c) Locations are uniform random variables, original times. This catalog retains the temporal clustering, while removing all the space inhomogeneities.

Figure D1: ETAS model – an example of declustering. Figure shows the time-magnitude sequence for events with \(m \geq 3\). (a) All events, \(n = 29,671\); (b) Mainshocks, \(n = 9,536\).
Figure D2: ETAS model – an example of declustering. Figure shows the $X$ coordinate of epicenters vs. time for all events in the catalog. (a) All events, $n = 29,671$; (b) Mainshocks, $n = 9,536$.

Figure D3: ETAS model – nearest-neighbor distance. (a) Joint distribution of the time and space components ($T, R$) of the nearest-neighbor distance $\eta$. (b) Histogram of the log-values of the nearest-neighbor distance $\eta$. Bimodal distribution is clearly seen: the background part is located above the white line in panel (a), and corresponds right mode in panel (b); clustered part is located below the white line in panel (b), and corresponds to left mode in panel (b). The white line in panel (a) corresponds to $\eta = -4.47$. 
Figure D4: ETAS model – cluster identification errors. The figure shows the proportion of various erroneous identifications for events with magnitude above \( m \). Dots – wrong parent assignment; circles – wrong cluster assignment; squares – wrong event type (fore/aft/mainshock) assignment, stars – wrong event type assignment for mainshocks only.

Figure D5: ETAS model – stability of cluster identification. Proportion of events with misspecified event type vs. model numerical parameters. Each panel refers to variation of a single parameter with the other parameters fixed. Stars in panels (a)-(c) refer to the values that correspond to the main version of the analysis, with true values of \( d_f = 2 \), and \( b = 1 \), and \( \eta_0 \) estimated according to the Gaussian mixture model. See text for details. Specifically, we vary (a) the fractal dimension \( d_f \) of epicenters, (b) b-value, and (c-d) the threshold \( \eta_0 \). Panels (a-c) show the proportion of all events with misspecified type, panel (d) shows separately the proportion of misspecified mainshocks (squares) and aftershocks (triangles).
Figure D6: ETAS model – stability of cluster identification. Proportion of misspecified mainshocks (panel a) and aftershocks (panel b) as a function of the pair \((b, d_f)\).

Figure D7: ETAS model – stability of cluster identification. Proportion of events with misspecified types, as a function of minimal magnitude of analysis.

Figure D8: ETAS model – stability of cluster identification in thinning experiment. A thinned catalog is obtained from the actual catalog by removing each event with probability \(P(m)\) that decrease linearly from 1 to 0 on the interval \(3 \leq m \leq 5\). (a) Magnitude distribution in the actual (black circles) and a thinned (light circles) catalog. (b) Distribution of the proportion of misspecified events for 100 thinned catalogs. Black vertical line refers to the proportion of misspecified events in the true, complete catalog.
Figure D9: ETAS model – magnitude-frequency distribution. Figure refers to different event types as described in the legend. (a) Proportion \(1-F(m)\) of events with magnitude above \(m\), where \(F(m)\) is the empirical cumulative distribution function. (b) Weighted proportion of events with magnitude above \(m\), \([1-F(m)] \times 10^m\). Panel (b) emphasizes deviations from an exponential distribution \(E(m) = 1-10^{-bm}\) with \(b\)-value 1, which corresponds to a horizontal line.

Figure D10: ETAS model – cluster productivity. (a) Number of aftershocks and foreshocks, \(N-1\), in a cluster vs. cluster magnitude \(m\). Black circles – average number of events in a cluster within magnitude window of length 0.5. Grey dots – individual clusters. Squares – average number of offspring per parent. (b) Distribution of cluster size \(N\) (black circles) and the number of offspring per parent (squares).
Figure D11: ETAS model – Aftershock and foreshock intensity. (a) Black dots – aftershocks within 50 days of mainshocks with magnitude $m \geq 4$. Squares – first generation offspring. (b) Foreshocks within 50 days of mainshocks with magnitude $m \geq 4$.

Figure D12: ETAS model – magnitude difference analysis. (a) Magnitude difference $d_m$ between mainshock and each aftershock (solid line) and foreshock (dashed line). (b) Magnitude difference $\Delta_m$ between mainshock and the largest aftershock (solid line) and largest foreshock (dashed line). Families with mainshock magnitude $m \geq 4$ are considered in both panels.
Figure E1: Stability of cluster identification in southern California. Proportion of events with event type different from that obtained in the main version of analysis as a function of algorithm parameter: (a) Fractal dimension of epicenters \( d_f \), (b) \( b \)-value, (c) cluster threshold \( \eta_0 \), and (d) minimal magnitude of analysis. The main version of analysis uses \( d_f = 1.6 \), \( b = 1 \), \( m_0 = 3 \), and threshold \( \eta_0 \) estimated from the Gaussian mixture model.